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VETO PLAYERS IN EASTERN EUROPEAN DEMOCRACIES: THE EFFECT ON GOVERNMENT STABILITY

Becky Cole

Creighton University

VETO PLAYERS IN EASTERN EUROPEAN DEMOCRACIES: THE EFFECT ON GOVERNMENT STABILITY

Question Of Institutional Design

Political institutions frame how policy is made.  Some institutional structures are more conducive to gridlock than others.   While some have argued the likelihood of gridlock is in the difference between Presidential or Parliamentary systems (Linz, 1990), Tsebelis (2002) has argued more recently that it is not the regime time, but the number of veto players and their relative political ideologies that accounts for gridlock.  I consider Tsebelis’ veto player theory to determine the institutional designs more likely to create government instability through gridlock.  


Policy gridlock is defined as the lack of legislative progress resulting in stagnation of reform.  Gridlock often paralyzes the lawmaking process, making even the simplest and most necessary legislation impassable, and turning the government into a lame duck.  This impedes the day-to-day operations of the country, causing difficulty in reform to laws and statutes and creating government instability in the process.  .


When looking at the variation in this phenomenon, I will focus on the current political structures in Hungary, Poland and the Czech Republic.  Hungary is a parliamentary republic, with a unicameral legislature.  Most of its political power resides in the Council of Ministers and the prime minister.  The Czech Republic is also a parliamentary republic, but with a bicameral legislature.  Most of its power resides in the Chamber of Deputies, the Senate and the prime minister.  Poland is a premier-presidential system, with a bicameral legislature.  Most of its political power resides in the President, his appointed Prime Minister and the Sejm (national legislature).    

As countries continue to make the transition away from authoritarian rule, the debate over the best form of democratic government persists in the writing of their constitutions.  Unfortunately, there is no one correct answer for all of these countries.  The form of government must be reflective of how quickly society accepts changes in laws and customs.  With various amounts of ethnic division, the effect of extremist parties and differing political cultures, the ease of legislation passage is by no means simply calculable.  Nevertheless, by working to determine the extent to which government gridlock will limit change, a country is one step closer to finding the democracy that best suits society and will be sufficiently stable over time.


One of the main factors in calculating potential gridlock is what institutions should be given veto power over legislation.  Institutional veto players effect the variation in policy gridlock across different constitutional systems.  These veto players all have separate optimal preferences, and the relation of these opinions to one another determines the ability for legislation to change.  Veto players can be different branches of government.  They can also be parties who are needed to constitute a majority for passage of legislation.  Voting procedures and party fragmentation will affect gridlock across systems.  Status quo policy can have an empty winset, that is, they cannot be changed without receiving veto from one or more of the actors.  There are, however, status quo policies with winsets, but they can only be reformed to reflect the way veto players’ indifference curves interact, limiting the amount of change in the legislation.  In general, the more veto players and the more diverse their optimal legislation would be, the harder it will be to change policies and the less options their will be for those changes.  The resulting gridlock is the potential cause of political instability.

Veto Players in Institutions





Rational Choice Theory has been applied in Political Science to predict political decisions based on models of interaction between institutions.  Linz (1990), Mainwaring and Shugart (1997), and Shugart and Carey (1992) look at these decisions when comparing presidential and parliamentary systems.  Tsebelis’ (2002) models treat ideological differences in the abstract, instead of looking at the actual impacts of government structure and decision rules.  Tsebelis’ veto player analysis maps veto players to determine possible winsets of change based on number of veto powers, their ideological differences and the current status quo.  It encompasses the structure of presidential vs. parliamentary systems.  However, in doing so, it ignores the effects of partisan policy differences on institutions.  Cox and McCubbins (2001) examine these variables and impact them out to government stability.  Together, they explain how institutional design contributes to government stability.

It is important for policies to represent the will of the people if government stability is to exist.  Linz (1990) argues that presidential systems are problematic because they are often winner-take-all, removing power sharing and need to compromise.  The rigidity of the system is that the president has a fixed term where agreements with other parties can be broken, promises to the public can never be fulfilled, and even the competency of the already elected may or may not exist.  This makes the stakes of the presidential elections high.  There is no way of removing an unpopular head of state without resorting to impeachment (which is unlikely) or violence.  

Mainwaring and Shugart (1997) argue that, while this is possible, in general, presidential systems are more prone to form coalition governments than Westminister parliamentary systems.  This is partially because of the checks and balances that exist in the presidential system.  Even if the president decides to act on his own accord and not follow his election promises, the legislature will veto his actions.  Mainwaring and Shugart debate parliamentary system problems by pointing to unstable coalitions for government that can lead to constant no confidence votes and no stable prime minister or cabinet.  This can lead to a power vacuum, where violence can occur with a lack of legitimate rule.  Mainwaring and Shugart conclude that presidential is better suited for countries that have weak legislative power and disciplined, non-fragmented parties.  

Shugart and Carey (1992) lay this framework out even more plainly.  Shugart and Carey define presidentialism as a regime type with maximum separation of powers where the cabinet is responsible to the president.  Premier-presidentialism is where the cabinet is only responsible to the assembly.  This is similar to the parliamentary system, only a president exists with limited powers.  The lines get blurred, however, when Shugart and Carey begin looking into a president-parliamentary system, which confuses the responsibility of the cabinet.  

The labeling of a system does not show its true characteristics, especially with so many power sharing systems.  Shepsle & Bonchek’s (1997) Rational Choice Theory allows us to take institutions like president versus parliamentary and turn them into rational actors.  Tsebelis (2002) takes rational choice theory to an institutional level by plotting the ideal point of all veto players to determine possible winsets (options) of change.  He finds that the more veto players that exist in a system and the further they are apart ideologically; the more difficult it will be for policy changes to be made from the status quo.

Veto players play different roles in different constitutional structures.  The common ones that are thought of are individual player, like prime ministers and presidents, and collective institutions, like legislative bodies; but there are also referendums and courts vested with judicial review.  Tsebelis’ models tell us a lot about stability.  However, it neglects two fundamental points: what determines if veto players have close ideologies or diverse ones, and how policy stability affects institutional conflict that might undermine democratic stability.  

On ideological differences, Cox and McCubbins (2001) argue that constitutional separation of power can lead to a divided government or a unified government.  The separation of purpose within different branches of government is the decisive factor when it comes to labeling each a veto player.  If all veto players are controlled by one party and they have party discipline to a unified policy, then they effectively act as one veto.  

However, they often have separate ideologies.  Where does this separation come from?  Though each veto player is often put into power by the same electorate, the expectation of the voters differs depending on the office.  Presidents are often elected based on national goals, while legislatures reflect a more personal vote, being expected to bring back pork to their local constituents.  The one exception to this is the closed list proportional electorate formula, since candidates are associated with the national party instead of a geographic location.  Open list proportional electoral formulas can have this same effect, but they can also give individuality to local candidates and what they can do for a specific geographic area (Cox & McCubbins, 2001).

Cox and McCubbins (2001) argue a tradeoff between decisiveness and resoluteness of policy when examining how gridlock affects government stability.  Instead of looking at policy stability as a given, like Tsebelis does, they determine what causes it.  Decisiveness is the ability of the political system to make a decision.  It is associated with fewer veto players.  Resoluteness, on the other hand, means that policies are sustainable once it has been decided.  It is associated with more veto players.

The trick to government stability is to come to a balance between the two.  Indecisiveness will lead to institutional warfare, unilateralism (one branch circumventing the other), and more gridlock (stalemate) in policy making.  This leads to a government that can easily be overthrown or ignored because it lacks legitimacy.  Irresoluteness shows an absence in the checks and balances structure of a government, with policy reform being done on the whim of one faction of society.  It leads to a lack of credible commitment and thus an overall disrespect for the law since it is constantly changing.  This can lead to the same outcomes as indecisiveness (overthrown or ignored government) (Cox & McCubbins, 2001).

The best way to look at government stability is to combine Tsebelis’ model with the uncertainty of constitutional structure to determine policy stability and then weigh the importance of that stability on the decisiveness/resoluteness structure to determine government stability.  Government structure is not one size fits all.  Each country has different features, such as diversity, that affect the stability of government under different structures.  Looking at the differences in presidential and parliamentary systems allows us to tease out characteristics that might result in violence, but only because they effect compromise and veto player stability.   Policy stability can be determined, but there still has to be an evaluation of how that promotes or depresses violence. 

Tsebelis’ Models

Rational Choice Theory assumes that all individuals have preferences that are comparable and transitive.  A rational being is one who orders his/her preferences based on the outcome that results, and determines their actions by the likelihood that each outcome will occur from them.  They are said to be maximizing their behavior to achieve the most desired result (Shepsle & Bonchek, 1997).


When comparing policy preferences, politicians are said to be rational when they choose an ideal point for an outcome and prefer policies closer to that ideal more than 
policies farther away from it.  Politicians are indifferent to policies the same distance apart so they are set on the same indifference curve.  The closer the indifference curve is to the ideal point, the more preferable it is (Shepsle & Bonchek, 1997).


Figure 1 represents this theory.  For the ideal point that the politician has chosen, any point on Indifference Curve 1 is more preferable than any point on Indifference Curve 2, because it is locate closer to his/her ideal.  Also, any point located along one of the indifference curves is equally preferable to the other.

Figure 1.
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Veto player theory considers rational politicians within institutional structures. Veto players are institutions that must agree to legislative changes for them to be made laws.  In theory, they include the chambers and branches with the right to veto. In practice, they are normally the parties that are needed to get a majority in each legislative chamber along with any individual veto player, like the president or prime minister.  The ideal points of all veto players determine possible winsets of change, and thus the policy stability.  Policy stability is the likelihood of the status quo being changed.  Any status quo policy that exists within the confines of a geographic figure connecting the ideal points is part of the unanimity core, which is the area that cannot be changed in the current institutional structure.  This is because any proposed reform will move the policy to an indifference curve further away from one of the veto players, and thus will be vetoed by them. Additional veto players have the possibility of increasing the unanimity core by adding another point to the geographic figure.  This would increase policy stability.  However, they can also have no effect on the core because their ideal point is absorbed by the other veto players (it is located inside the already existing unanimity core) (Tsebelis, 2002).

Figure 2 shows how each veto player’s ideal point, connected to create a geographical figure, creates a unanimity core.  If the status quo policy is within this core, their will be no winset of change.  

Figure 2.
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Only when the status quo exists outside of the unanimity core, is policy change possible.  To determine the winset of change, the area that the status quo policy can be changed to, indifference curves should be drawn around each veto player with the status quo policy on each one.  The only new policy that will pass will be in the overlap of all possible veto players’ indifference curves.  Otherwise, the policy reform would be on an indifference curve further away than the status quo, be less preferred by one of the veto players, and would be vetoed.  The addition of new veto players can decrease the winset by adding another indifference curve to take into account. This would mean that policy stability would increase, leading to greater government instability.  The new veto player could also just be absorbed by previous veto players’ indifference curves (Tsebelis, 2002).


Figure 3 shows that when the status quo is located outside of the unanimity core, the winset of change is the overlap of the unanimity cores.  This is the shaded area of the diagram.

Figure 3.
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The winset is the area of possible change.  To determine the exact change, the agenda setter would pick the point within the winset that is on the closest indifference curve to their ideal point.  Since this point would be on a closer indifference curve than the status quo for all of the other veto players, it should pass.  However, this does not mean that all other veto players see that as their closest ideal.  The agenda setter has some leeway in determining the reform.  The agenda setter’s significance increases as the winset increases, because he has more options (Tsebelis, 2002).


Veto players comprise not only institutions to which a single individual is elected or appointed, but are often collective in nature as well.  The institutions that define how a group decision will be made have a major effect on the location of their veto vote.  Condorcet’s paradox is that there is incomplete and non-transitive preferences within a group.  Arrow’s theorem points out that there is no truly democratic way of translating individual preferences into group preferences without the possibility of cycling majorities.  Committee systems, ordering of votes and decision rules will change the outcome of a group decision (Shepsle & Bonchek, 1997).


To determine the possible policy changes that would be accepted by a simple majority (within one veto player), one must first draw median lines connecting the preferences of member which have a majority on either side (including the line).  The smallest circle to intersect all median lines is the yolk.  It has a center, labeled Y and a radius, r.  The wincircle of the status quo is a circle drawn from Y, with a radius of d+2r (d represents the distance from Y to the status quo.)  Y can be considered the optimal point for this veto player (Tsebelis, 2002).


Figure 4 shows a graph of 5 members of a collective veto institution.  Each of their ideological preferences are mapped, creating a yolk intersecting the median lines.  This is used to draw the wincircle.  

Figure 4.
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A wincircle differs from a winset.  It gives a rough estimate of possible political changes; everything outside of the circle will be vetoed.  However, everything inside of the circle will not necessarily be passed (Tsebelis, 2002).  To determine what will pass, one must draw indifference curves from the status quo and determine all overlaps in space of a majority of the members’ curves, just like what was done with veto players (Shepsle & Bonchek, 1997).  This is why an indifference curve drawn from that Y, to represent the collective institutionm will in reality not be circular, like with an individual veto player.  Different majorities support different political reforms, and their support is divisible between the numbers of members, creating edges instead of curves.  A rough circle will serve the purpose in this project, however (Tsebelis, 2002).
The more the yolk represents the majority of the veto player members, the smaller its radius will be.  When the radius decreases in size, the wincircle also decreases, increasing policy stability.  The more members of the group, the smaller the radius will be because of more centrally located median lines with additional individual ideal points.  Thus, more members equals more policy stability.  As numbers increase with in the veto group, the yolk will collapse virtually into one point because of the number of median lines.  This occurrence makes group veto players look essentially just like an individual player and changes the wincircle into the same winset that would exists for an individual player (Tsebelis, 2002).

While Tsebelis (2002) seems to argue that policy stability leads to indecisiveness in government, and virtual stalemate in political action, Cox & McCubbins argue that because of demands from voters for political action, indecisiveness will lead to institutional warfare, with each branch trying to gain enough power to make changes; and it can also cause unilateralism, where one branch circumvents the other to get change, removing all legitimate government structure.  Especially in nation states that do not have a historically legitimate government or an established rule of law, even periodic stalemate can lead to a government or regime change.   

This paper tests the hypothesis that the further away veto players are from each other and the more numerous they are, the more policy stability that will exist.  Further, greater policy stability is reflected in a greater likelihood of institutional conflict and government instability.   I will test this hypothesis using case studies draw from three countries: Poland, Hungary and the Czech Republic.  The case studies represent relatively new constitutional structures where voting mechanism and party reform have created a diverse veto player structure.  

Case Study Analysis
To analyze whether Tsebelis’ veto player theory can correctly identify the institutional structures that are more likely to lead to policy stability, and thus institutional warfare, I will examine two scenarios in three separate systems: Hungary, Poland and the Czech Republic.  Each system’s institutions and political differences will be looked at during a period of government stability and during a period of government instability, determined by the relative length that the government lasted and the reason for its dismissal (elections being a characteristic of stable governments and dissent within the cabinet or loosing confidence from the coalition being a characteristic of instable governments.)  The number of veto players will be determined by institutional structure and the parties that control each branch of the government.  An institution will be considered a veto player if it has veto authority that cannot be overridden by a majority of the parliament.  While a bicameral legislature technically has a veto player for each chamber, the composition of parties needed to pass legislation will instead be considered the veto players, since they are similar in each chamber.   Policy positions will be graphed relatively, based on party platforms on issues that deal with the cultural left/right spectrum and on the economic level of privatization or anti-communism.  


Hungary’s government is divided into three branches.  The executive branch consists of a president, who is elected by the National Assembly every 5 years.  The role of the president is mainly ceremonial, except for the right to appoint the prime minister, so it will not be graphed as a veto player. The prime minister is the head of government and appoints the cabinet members.  Hungary has a unicameral legislative branch represented by a 386-member National Assembly.  The legislature has the ability to not only initiate legislation, but also must approve all legislation sponsored by the prime-minister.  Parliamentary elections are held every 4 years.  


When examining Hungary’s system, I will look to the parliamentary periods of July, 1994 through July, 1998 as the period of stability and December, 1993 through July, 1994 as the period of instability.  The period of stability was lead under Prime Minister Gyula Horn of the Hungarian Socialist Party (MSzP).  It was a coalition majority with the Alliance for Free Democrats (SzDSz).  Though it was a coalition by name, the MSzP had 54% of the representation in parliament, and thus had no need to appease the SzDSz (who held 18% of parliament.)  Therefore, only the prime minister and the MSzP majority will be graphed as veto players.  This government was replaced in elections.  The period of instability was lead under Prime Minister Peter Medgyessy of the MSzP, who controlled 46% of the parliament.  This was also a coalition government with the SzDSz, whose 5% of parliament was needed for a majority.  The prime minister was forced to resign when he lost the confidence of the SzDSz.  The Prime Minister, the MSzP party and the SzDSZ party will be graphed as veto players.

Poland’s political system consists of a president and prime minister in the executive branch.  The president is the head of state and the commander-in-chief of the armed forces and has veto powers that can only be overridden by a 3/5 majority in the Sejm and thus will be graphed as a veto player.  This position is popularly elected every 5 years.  The lower house of legislature appoints a prime minister, who is approved by the president.  The legislature is bicameral.  The upper house, or Senate, consists of 100 members elected from separate districts.  The Senate has veto power but can be overridden by a simple majority of the Sejm, so it will not be counted as a veto player.  The lower house, or Sejm, consists of 460 members elected nation wide.  Each is elected for a 4-year term.  

Looking at Poland’s government coalitions, I will examine the government periods of October, 1997 through March, 2001 as the period of stability and July, 1992 through April, 1993 as the periods of instability.  The period of stability was lead under Prime Minister Jerzy Buzek of the Solidarity Election Action (AWS) who held 44% of parliament.  They had a coalition majority with the Freedom Union (UW), who had 13% of parliament.  This government ceased because of elections.  The president at that time was Aleksander Kwasniewski of the SLD.  The President, the Prime Minister, the AWS party and the UW party are all veto players during this period. The period of instability was lead by Prime Minister Hanna Suchocka of the Democratic Union (UD), which held 13% of parliament.  This government had a coalition minority with a variety of parties (only the most prevalent are graphed): the Christian National Union (ZChN) who held 11% of parliament, the Liberal-Democrat Congress (KLD) who held 8% of parliament, and the Polish Peasant Party (PSL), who held 4% of parliament.  The president at that time was Lech Walesa of the Solidarity PC.  This government failed because of dissent within the cabinet.   The President, the Prime Minister, the UD party, the KLD party, the PSL party, and the ZChN are all graphed as veto players.


The Czech Republic has a president elected by parliament every 5 years.  This position is the head of state and has veto power, but it is overridden by an absolute majority in the senate, so it will not be considered a veto player.  The president appoints a prime minister, who will be considered a veto player.  The Czech Republic has a bicameral legislature, each with significant power.  The Chamber of Deputies is the lower house with 200 members. The Senate is the upper house with 81 members.  Even though there are two separate houses, the parties within them will distinguish ideology.  


Looking at the Czech Republic, I will examine the government periods of August, 1998 through July, 2002 as the periods of stability and July, 2002 through July, 2004 as the periods of instability.  The period of stability was lead under Prime Minister Milos Zeman of the Czech Social Democrat Party (CCSD) which held 37% of parliament.  While this government was technically a single party minority, it held a power sharing pact with the Civic Democrat Party (ODS), which held 31.5% of the parliament.  The government ceased because of elections.  The Prime Minister and the CSSD and ODS party are veto players during this period.  The period of instability was lead by Prime Minister Vladmir Spidla of the Czech Social Democrat Party (CSDP), which held 35% of parliament.  It had a coalition majority with the Christian Democrat Union – Czechoslovak People’s Party (KDU-CSL) and the Freedom Union – Democratic Union (US-DEU), which collectively had 15.5% of parliament.  The prime minister resigned after his party had a poor showing in the elections.  The Prime Minister, the CSSD party , the US-DEU party and the KDU-CSL party are all graphed as veto players in this period.

Case Study Graphs 

Hungary’s period of stability (July, 1997 through July, 1998) is represented in Figure 5.

Figure 5.
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The coalition majority only required the 54% of the vote from the MSzP, so they’re graphed as a veto player along with Prime Minister Gyula Horn, who would be very close to the majority party’s ideology.  Therefore, the unanimity core would only be along a line that connects two players who have very little separation of purpose.  Therefore, policy stability would be minimal, meaning government stability should be high.  This confirms the hypothesis because there are few veto players who are ideologically close and the result is stability.


Hungary’s period of instability (December, 1993 through July, 1994) is represented in Figure 6.  This government is similar to the characteristics of the period of stability, with Prime Minister Peter Medgyessy being a member of the MSzP party in the parliament, and thus, having very close proximity in purpose.  However, because the MSzP only controls 46% of parliament, their coalition partners, the SzDSz becomes a veto player within parliament.  This increases the space of the unanimity core, adding a new dimension.  This means that policy stability had increased, meaning government stability has decreased.  This confirms the hypothesis because more veto players who are further apart ideologically lead to less government stability. 

Figure 6.
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Poland’s period of stability (October, 1997 through March, 2001) is represented in Figure 7.

Figure 7.
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Prime Minister Jerzy Buzek is the leader of the AWS, who also is party of the coalition within the government.  Because the AWS only controlled 44% of the parliament, their coalition partner, the UW also must be graphed as a veto player.  President Aleksander Kwasniewski is graphed as a separate veto player.  These players close ideologies allowed for a period of stability, confirming the hypothesis.


Poland’s period of instability (July, 1992 through April, 1993) is represented in Figure 8.  This government was a coalition minority with Prime Minister Hanna Suchocka of the UD and her parliament as separate veto players along with multiple other partners, including the PSL, the ZChN and the KLD.  While each of these parties have a distinct ideological position, some, like the ZChN are absorbed into the unanimity core of the other players, and thus do not expand the core.  Also, President Lech Walesa is a separate veto player.  While Figure 8 does not necessarily represent more area than Figure 7, it is important to remember this was a minority government with many smaller parties being needed to come to a majority.  This means, that on separate policy issues, the unanimity core would be expanded to incorporate the parties needed to make up passage of legislation.  In general, the relative spacing of these graphs confirms the hypothesis: Figure 7 has a smaller unanimity core and thus more government stability while Figure 8’s unanimity core is larger, and thus, the government is more unstable.

Figure 8. 
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The stable period (August, 1998 through July, 2002) of the Czech Republic is represented in Figure 9.  Prime Minister Milos Zeman led a single party minority with his party the CSSD.  However, to successfully pass legislation, there was a power sharing pact with ODS, so that party is also graphed as a veto player.  CSSD and ODS are ideologically different culturally, but not between communism and democracy, so the unanimity core is small, representing policy instability and government stability.   This confirms the hypothesis because few veto players, who are ideologically close lead to the period of stability.

Figure 9.
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The Czech Republic’s period of instability (July, 2002 through July, 2004) is represented in Figure 10.  Similar to the period of stability, Prime Minister Vladmir Spidla holds a coalition majority under the CSSD party.  However, this party has to share the government with two other parties, the US-DEU and the KDU-CSL, increasing the size of the unanimity core.  This confirms the hypothesis that, the relatively larger unanimity core causing more policy stability and, thus, less government stability.

Figure 10.
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Veto Player Relevance


The hypothesis that the more veto players and the more ideologically diverse they are means that policies are more stable and that ultimately leads to a more unstable government is confirmed by this study.  The unstable periods of all three systems were represented by more veto players who were more diverse than that of the systems’ stable periods.  


This paper uses veto theory based on institutions to predict gridlock and then government instability.  This link between the intermediary variable of institutions and gridlock should be expanded as well as the link between institutions and government instability.  The intermediary variable needs a solid justification in theory for existing.  More importantly, the addition of other veto players such as the judiciary and referendum should be explained.  Research needs to be done on both of these players so their political ideologies can be specified.

Future research can apply veto player theory to predict the fundamental government structures and voting methods that will result in fewer veto players, and thus, more government stability.  The effectiveness of government coalitions could also be examined using Tsebelis’ model by plotting their separation of purposes.  This will allow for a solid analysis of what is the best government for each country.

The best political system can be applied in international politics.  New democracies should examine their constitutional designs for institutional structures to account for the political ideologies that could be elected to make sure the government is likely to be stable.  The application of veto players into individual countries can move government creation away from mimicking stable democracies that would not work the same way in a different environment.  
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Negative Advertising and Campaign Strategy:

An Analysis of Negative Advertising in the 2000 Presidential Election

Molly McCartney

Creighton University

Introduction


An important aspect of political science is the analysis of political campaigns.  One of the most influential areas of political campaigning is televised political advertising.  The way a candidate chooses to relay a message to the American public (i.e., negative political advertisements, positive political advertisements, etc.) is almost as impactful as where (i.e., swing states, small television markets, etc.) that candidate airs his/her message.  For example, in the 2000 election, Bush ran a very strong negative campaign in South Carolina, but not in Texas.  This leads us to wonder why a candidate’s campaign strategy is formulated the way it is.  In order to gain a better understanding of the behaviors involved in television political advertising, an important question is, “In the 2000 Presidential Election, why did George W Bush choose to run negative television advertisements in some media markets and not others?” 


This question is worth addressing for many reasons.  First, with the number of negative ads on the rise, it is important to gain an understanding into why some candidates find negative ads to be such a useful part of political campaigning.  Second, many voters report dislike for negative ads, so it is important to analyze why candidates would choose to run advertisements to which the voting public often has a negative response.  Third, most candidates do not run the same advertisements in all DMAs.  Because of this, it is important to analyze why candidates choose to run negative ads in some DMAs and not in others.


Negative political advertising is an area of study that many political scientists struggle to understand.  The research on the topic is often skewed, with some political scientists finding that negative ads are beneficial to a candidate, and other political scientists finding that negative ads have a detrimental effect on a candidate’s campaign.  It is common knowledge among US citizens that most people are discouraged by negative ads.  Because of this, it would seem that most candidates would refrain from this kind of advertising.  However, because candidates do continue to use negative ads in their campaigns, we will examine the literature on this topic and hopefully find a common thread regarding negative advertisements in political campaigning.


An answer to the question “In the 2000 Presidential Election, why did George W Bush choose to run negative television advertisements in some media markets and not others?” could be very important to political science.  By understanding why the President chose to run negative advertisements in some areas and not others in the 2000 Presidential Election, we could better understand campaign strategy as a whole.  By doing so, we will be able to predict how candidates will behave in political campaigns.  

Literature Review

The literature on negative advertising is split into three smaller groups: 

1) How do people respond to negative ads?

2) Do negative ads work?

3) How does negative advertising relate to campaign strategy and strategic decision-making in a campaign?  

In order to gain a better understanding of the literature, it is important to examine all three of these areas and their relation to negative advertising.  

In the 1988 Presidential Election, US citizens were exposed to one of the most famous negative ad campaigns in history.  The Willie Horton ad generated so much controversy that many point to it as the beginning of the negative ad phenomenon.  The ad focused on Willie Horton, a convicted felon from Massachusetts who had been released for a weekend while serving a life sentence for murder.  Horton was released as part of a furlough program intended to help rehabilitate convicted felons.  However, during his short time out of prison, he committed rape and armed robbery.  Democratic nominee and Massachusetts Governor Michael Dukakis was attacked in the now infamous “Willie Horton ad” for his support of the furlough program that allowed the felon to commit such horrible crimes on his short weekend release (wikipedia, 2005). 

Because there is such a fervent debate over whether or not negative ads are “fair,” it is important to examine the impressions left by negative advertisements such as the Willie Horton ad.  The impressions left by these ads are important to note not only for observers of the ads, but also to “those who create and air political spots” (Kahn and Geer, 1994. p. 97).  There have been numerous studies and articles speculating why negative ads have become such a popular method of campaigning in the United States.  Unfortunately, many of these studies are skewed, with some political scientists finding that negative ads are beneficial to a candidate, and other political scientists arguing that negative ads have a detrimental effect on a candidate’s campaign as well as on voter turnout.  Evidently, as Kahn and Geer agreed, “it is not clear how much political ads actually do influence the public’s views” (Kahn and Geer, 1994. p. 93).


As stated by aforementioned research of Kahn and Geer, “given that the 30 second spot is a centerpiece of the modern campaign, we need to increase our understanding of the impact of political campaigning” (Kahn and Geer, 2004. p. 110).  In order to this, we must first examine the uniqueness of negative ads.  In much of the literature regarding political campaigning, researchers make distinctions between positive and negative ads.  

Negative ads are defined as “attack ads” that focus on a candidate’s opponent, rather than on the candidate him/herself.  Positive ads, on the other hand, focus on the candidate running the ad and his/her abilities or stance on issues.  Researchers further the distinctions between negative and positive ads by separating negative advertisements as ads that attack an opponent’s personal characteristics and/or those ads that attack a competitor’s stand on issues.  As stated by Kahn and Geer, “for most state and national elections, contenders must decide what type of commercials to air on television.  Among their decisions are whether to develop “positive” or “negative” spots and whether they want to stress the candidate’s views on issues or the contender’s personal characteristics” (Kahn and Geer, 1994. p. 96).  Personal negative ads may include attacks on the competitor’s family life, education, past legal problems, financial mishaps, etc.  Issue negative ads, on the other hand, attack an opponent’s stance on key issues of an election (i.e., stand on tax reform, abortion, public healthcare, etc.).

How do people respond to negative ads?

According to Ansolabehere and Iyengar, citizens who view negative advertisements often say that they are less likely to vote because of the discouragement imbedded by the ad (Ansolabehere and Iyengar, 1995).  This, of course, raises the question, “do some politicians purposely run negative ads in order to discourage a group of voters from showing up to the polls?”  It would seem that a savvy politician may use negative ads in an area where he/she generally “loses the vote” in order to discourage voters from going to the polls and likely casting votes for his/her opponent, thus increasing his/her chances of victory.  However, according to Wattenberg and Brians, “it makes little sense to limit the goal of campaign ads to influence turnout, especially since scholars have found that television advertising actually contributes to political learning” (Wattenberg and Brians, 1999. p. 891).  When an ad increases political education, voter turnout usually increases.  It would seem illogical, the researchers argue, for a politician to try and use a negative ad as a discourager for voter turnout, because ads of any kind usually increase voter education, which in turn increases voter turnout.  Further, the researchers give the example that in a campaign where 100 million people are expected to vote (with hypothetically 53% of the prospective voters supporting the Democrat and 47% of the prospective voters supporting the Republican), “a negative ad strategy would have to cause more than 6 million Democrats to stay home, but by changing the minds of roughly 3 billion Democratic supporters, the Republicans would come out on top” (Ansolabehere and Iyengar, 1999. p. 891).  Clearly, it is more effective for a candidate to use an ad campaign to gain votes, rather than to discourage voters from going to the polls and casting a vote for the opponent. 


The previously stated research offers differing views of political campaigns.  By understanding the distinctions made between positive and negative advertisements (and the distinctions made between the different kinds of positive and negative advertisements, respectively) and how the public feels about negative advertisements, we are better able to examine whether or not these negative ads are effective in their purpose (whether it be to increase voter turnout, or to help gain votes for a particular candidate).  

Do Negative Ads Work?


Before we can ask the question, “do negative ads work?” we must first examine what is meant by “work”.  The effectiveness of a campaign is generally based on how successful the campaign was in gaining votes for a particular candidate.  However, due to the skewed nature of research on negative advertising, we will also discuss voter turnout as a measure of effectiveness.


After the 1996 presidential race, Republican candidate Bob Dole was asked why he thought voter turnout was so low in the election.  Dole cited negative campaigning as the culprit, and said that “people get turned off with negative ads” (November 8, 1996, Letterman show).  Common sense would tell us that negative advertising does not work, as it likely tends to alienate viewers from a motivation to go out and cast a ballot, regardless of who wins that ballot.  In fact, this idea is supported by the demobilization theory of political advertising.  According to Freedman and Goldstein, “advocates of the demobilization hypothesis claim that negative ads undermine political efficacy and make it less likely that citizens will find their way to the polls” (Freedman and Goldstein, 1999. p. 1189).  According to the research of Ansolabehere and Iyengar, people who were exposed to positive ads had an increased likelihood to vote.  Conversely, the researchers found that people who view negative ads are less likely to cast a ballot (Ansolabehere and Iyengar, 1995).  Many contemporary political scientists shun the demobilization theory and the research of Ansolabehere and Iyengar.  Recent research has pointed away from negative advertisements as a source of blame regarding low voter turnout.  In 1992, for example, “a recollection of negative campaign ads was actually associated with significantly higher turnout, and in 1996 there was no significant relationship in either direction” (Wattenberg and Brians, 1999. p. 892).  Further, the following table contains information from the National Election Survey from 1992 and 1996.  It shows that viewers who complained about negative ads actually had a turnout rate of 6% higher than those who did not complain about these ads.  This clearly strips credibility from the demobilization theory supported by researchers like Ansolabehere and Iyengar.  

	TABLE 1. Percentage Turnout in 1992 and 1996, by Comments about Recall of Positive and Negative Political Ads for Presidential Candidates

	                                                                      1992                       1996

Did not mention negative 

   or positive ads                                                      72.2 (562)                69.7 (577)  

Said something about a 

   negative ad                                                           82.5 (681)                76.4 (288)

Said something about a

   specific negative ad                                              84.1 (321)                77.4 (230) 

Said something about a 

   positive ad                                                            82.2 (275)                82.1 (128)

Said something about a

   specific positive ad                                               82.0 (245)                81.6 (120)

	Source: 1992 and 1996 NES



This research is reinforced by Finkel and Geer, who found that “the tone of the advertising campaign in a particular year election had no effect on aggregate rates of turnout, nor on individual-level measures of turnout” (Finkel and Geer, 1988. p. 588).  Freedman and Goldstein agree with Finkel and Geer that the demobilizing hypothesis is invalid.  These researchers found that negative ads actually appeared to stimulate voter turnout, not depress it.  Further, Freedman and Goldstein went on to state that “those who found the candidates’ commercials to be generally negative had a greater probability of voting than those who were more sanguine about the tone of the ads” (Freedman and Goldstein, 1999. p.1202). This research reinforced the mobilization theory that negative advertising does not correlate with voter turnout.  An explanation for the debunking of the demobilization theory was been proposed by Wattenberg and Brians who argued that, “it is easy to imagine an experimental subject who feels contempt for politics immediately after being exposed to a negative ad and states s/he will not vote.  Yet, when election day arrives, the same person may decide to vote after assessing whether the difference between the candidates is worth the trouble of participating” (Wattenberg and Brians, 1999. p. 896). 


According to the stimulation hypothesis of Finkel and Geer, negative advertising can actually increase voter turnout.  This is the case for several reasons:

1) 
Negative advertising provides a significant amount of relevant information

2) 
Negative information may be given greater weight than positive messages

3) 
Negative commercials may produce stronger affective response, leading to heightened enthusiasm for candidates, greater engagement with the election, and possibly increased motivation to learn more about the candidates.

(Finkel and Geer, 1998.  p. 577).

In essence, negative advertisements may actually “help raise the perceived stakes in a campaign” (Freedman and Goldstein, 1999. p. 1190).  For example, if a voter sees a particularly critical ad, he or she may feel that the criticism warrants some sort of attention in the campaign; the negative ad may “send a message that something of substance is at stake in the election, that its outcome matters, and that this is a choice voters should care about” (Freedman and Goldstein, 1999. p. 1190). 

With a better understanding of the demobilization/mobilization theories, we can now turn to another aspect of negative advertising.  It seems that the purpose of a negative advertising campaign is to discourage viewers from voting for a certain candidate.  However, oftentimes viewers already have preconceived opinions of candidates already. As suggested by Bernard, Lazarsfeld and McPhee, these opinions are usually based off previously-held partisan identification and/or sociological characteristics (Bernard, Lazarsfeld and McPhee, 1954).  It would seem rational, therefore, that negative advertisements would not have a tremendous impact on the viewers with these previously-held views of a candidate.  Because of this, research in the area of political campaigns has been largely ignored or marginalized in the past.  Many political scientists believed that “individual votes and election outcomes [could] be predicted without accounting for the campaign” (Hillygus and Jackman, 2003. p. 584).   However, recent declining levels of party identification have fostered a resurgence of research in the area of political campaigns (Hillygus and Jackman, 2003).  Since this revival, the interest in the area of political advertising, particularly how it affects preconceived opinions of candidates, has also increased.  As stated by Kahn and Geer, “one might argue that the central question concerning political advertising is how ads alter existing impressions of candidates” (Kahn and Geer, 1994. p. 95).  


According to Angus Campbell, the “mobilizing” effect of negative ads is described as the effectiveness the ad has in getting a viewer to vote (usually for a particular candidate).  He argues that voters who said they have voted in the past will vote again, regardless of ad recall.  This argument correlates with the idea that those with a predisposed partisan tie will not be swayed by negative ads.  Campbell goes on to argue that nonvoters who recall seeing an ad (either positive or negative) are more likely to vote (Campbell, 1960).  In summary, older research often points to the demobilization theory in relation to negative ads, while newer research argues that the mobilization theory is more accurate.


Hillygus and Jackman agree with Campbell.  They found that support for a candidate is largely influenced by the political predispositions held by an individual, and is only marginally impacted by campaign activities, such as conventions, debates or advertisements (Hillygus and Jackman, 2003).  Further, they found that an individual’s predispositions will have a great impact on how he/she reacts to the campaign activities.  For example, a Republican viewing a negative ad run by a Democratic candidate will likely have a more negative impression of the ad than a Democrat watching the same ad.  Hillygus and Jackman furthered this idea by arguing that not only will “Democrats react differently to an event than will a Republican or Independent; undecided Democrats will react differently than will Bush Democrats, Gore Democrats, and so on” (Hillygus and Jackman, 2003. p. 590).  


When Kahn and Geer researched negative political advertising, their findings had a unique quality.  In 1990, the two researchers conducted a survey of a 303 student Introduction to American Politics class at Arizona State University.  The students were shown a tape of the NBC program “Cheers”, including commercials.  Some of the commercials included actual political advertisements the researchers had chosen, and the tape had no evidence of being altered.  The subjects were told that the researchers were studying viewer reactions to prime-time television programming, in order to shift the focus from the political ads to the television program. From their research, Kahn and Geer deducted that negative advertisements that directly attack the traits of a candidate’s opponent were the least effective spot.  This was as opposed to commercials of negative issues, positive issues, or positive traits (Kahn and Geer, 1994).  The uniqueness of the study lies in the fact that the subjects were more tolerant of attack ads when they focused on specific issues, instead of personality traits.  Further, the negative issue ads that provided evidence to support the attack were more effective than those that did not. As previously stated, the ads that criticized the opponent’s personal traits or lifestyle choices were found to be counterproductive and led to negative impressions of the attacker, rather than of the opponent being attacked (Kahn and Geer, 1994). 


With a better understanding of how negative advertisements alter preconceived views of a candidate (or, in this case, do not alter those views), we can now examine how negative advertising impacts impressions of unknown candidates.  Past research has suggested that negative ads are often remembered better than positive ads (Garramone, 1984).  However, it is not clear whether negative ads create more favorable impressions.  According to Kahn and Geer, political ads do not necessarily create favorable impressions of an unknown candidate (Kahn and Geer, 1994).  The researchers suggest that unknown candidates should start their campaign with positive ads, due to the often controversial effect of negative ads.

Why Do Negative Ads Run In Some Places and Not Others?

In order to understand why negative ads run in some places and not others, we need to look at the literature on campaign strategy and strategic decision-making that helps lead to a successful campaign.  Unfortunately, there is very little research on the relationship between campaign strategy and negative advertising.  Most of the research in this area is focused on how the media reacts to a candidate and how the candidate is “framed” by the press (Flowers, Haynes and Crespin, 2003).  The research is mostly concerned with the way that a candidate can be affected by the way the press portrays him/her and how easily a candidate can gain access to the press for events such as press conferences and public announcements.  

There was some research, however, that was focused on campaign strategy and negative advertising.  Kahn and Geer found that negative ads became less effective when coupled with an opponent’s negative ads (Kahn and Geer, 1994).  For this reason, we could speculate that candidates may run negative ads where an opponent is running negative ads in order to diminish the effectiveness of the opponent’s initial ad.  Likewise, a candidate may run a negative ad in an area where an opponent is not running negative ads in order to increase the ad’s effectiveness.


According to Freedman and Goldstein, exposure to television ads is a function of two things: “the frequency with which an advertisement is aired in a particular media market and the quantity of television viewing by a particular respondent” (Freedman and Goldstein, 1999. p. 1191).  They go on to point out that when television viewing and the volume of advertising increase, the probability of exposure rises.  Obviously, if a person watches television every minute of every day, he or she has no likelihood of seeing a particular ad if it is not aired in his/her media market.

Flowers, Haynes and Crespin found that regarding the strategy of a candidate to win an election, he/she will chose a messaging tactic that “attempts to upset the existing ranking and shift the balance of the race by slowing the momentum of the lead candidate” (Flowers, Haynes and Crespin, 2003. p. 260).  While the researchers do not relate this to negative advertising, it is fair to assume that running negative advertisements would be able to “slow the momentum” of a candidate by pointing out flaws of an opponent.  Further, if the negative ad garners enough attention and helps shift votes to the candidate running the ad (as was previously cited as a possibility), the negative ad could help “upset the existing ranking.”  Accordingly, we can assume that campaign strategy is certainly tied into the decision to run negative ads.

An important aspect of campaign strategy is the weighing of costs against benefits.  As we have learned throughout the aforementioned research, negative campaigning has clear drawbacks.  However, it is the job of a campaign strategist to decide if the benefits of negative ads will outweigh these drawbacks enough to make them worthwhile.  In 2002, David Damore argued that negative campaigning may provide candidates with an opportunity to control their own, as well as their opponents’ messages (Damore, 2002).  For example, if a candidate chooses to run an attack ad, they can be almost certain that their opponent will respond to the ad.  In this sense, a candidate can “make” an opponent focus on an issue or topic, thus “controlling” the opponent’s messages.  This can be seen as a benefit for numerous reasons, not the least of which is the obvious advantage of being able to formulate the direction the campaign.  Another advantage of this campaign strategy of negative advertising is that “going negative can provide candidates with a means of undermining their opponents support” (Damore, 2002. p. 671) by forcing an opponent to focus on an issue (in response to an attack ad) that may not have been on his/her agenda prior to when the negative ad was aired.  Further, research has shown that voters respond unfavorably to candidates that “jump around” in issues, addressing a number of issues, rather than staying strongly focused on just a handful of topics (Damore, 2002).  By forcing an opponent to respond to a negative ad, a candidate may be able to make his/her challenger “jump around”, and thusly lose support.   


Another important issue to examine as far as where candidates choose to run negative ads relates to voter turnout.  Almost any political scientist will cite education, strength of partisanship, campaign interest, religious beliefs, and age (among other things) as factors relating to voter turnout.  Perhaps candidates choose to run negative ads based on a DMA’s strength of partisanship, average voter age, etc.  Freedman and Goldstein focused their research on the effects of education, gender, race, etc. with the exposure to negative advertisements.  They then used this research to study the effects on voter turnout.  The researchers found that “the effects of negative ads are positive” (Freedman and Goldstein, 1999. p. 1200).  The researchers summarized that they believe that exposure to campaign ads, both positive and negative, have a generally positive impact.  However, they stress that “it is primarily the negative spots that have a mobilizing effect on voters” (Freedman and Goldstein, 1999. p. 1200).  


The final, and perhaps most obvious, issue to examine regarding campaign strategy and negative ads is the competitiveness of an election.  Numerous researchers agree that strategic decisions made for campaigns often depend on the naturally competitive nature of elections.  For years, research has supported the notion that candidates use their resources based on strategic decisions.  Namely, candidates will use their resources in ways that will best increase their chances of winning.  As we have already discussed, candidates often use television advertisements (in this case, negative ads) to garner attention and votes.  It would follow, therefore, that in a more competitive race, a candidate would be more likely to run negative advertisements, as the necessity for votes in these areas are crucial.  In his 1972 book, David Adamany agrees with this idea and identifies the positive relationship between competition and campaign expenditures (Adamany, 1972).


More recent research points to competitiveness as a reason for increases in the number of ads, as well.  In his 1999 article, Daron Shaw examined the Electoral College campaigning strategies between 1988 and 1996.  He determined that when competitiveness of an election decreases, so does political advertising.  Shaw cited the 1996 election as an example: when it became clear that Dole was “out of the running” in a market, the political advertisements for Dole decreased dramatically in that DMA.  By the same token, Shaw argued that if Dole or Clinton were considered a “sure thing” in a DMA, they did not run as many advertisements in these markets (Shaw, 1999).

Further, in an October 2004 interview with USA Today, well-known political science researcher Ken Goldstein argued that examining TV advertising is the best indicator of how candidates view their chances.  In essence, he argues that candidates are more likely to run ads in markets where they feel that their chances of winning could be jeopardized based on competitiveness with another candidate (Memmett, 2004).  Goldstein continues this argument in his book co-authored by Joel Rivlin entitled Political Advertising in the 2000 Elections, where the researchers argue that when a race is more competitive, the number of advertisements (in this case, negative ads) will increase dramatically (Goldstein & Rivlin, 2003).    

In the 1948 Truman-Dewey Presidential campaign, the candidates went through the entire campaign without once referring to his opponent by name (McCullough 1992, p. 670).  It is certain that political campaigning will never return to the “wholesome” ways of the Truman-Dewey contest.  Because of this dramatic change in political campaigning, it is important to examine the impacts of specifically negative campaigns.  By gaining a better understanding of the impacts of these campaigns, we can examine why candidates seem to fall back on negative advertising, especially when the viewing public often view these kinds of ads as mean-spirited or unethical.  Further, it is important to understand why candidates choose to run these negative ads in some media markets, while refraining from doing so in other markets.

Hypothesis

 
Little research has been done regarding why candidates choose certain areas to run negative ads, and not others.  For this reason, I can only make speculations.  As previously stated, certain factors such as competitiveness of race, education, strength of partisanship, campaign interest, religious beliefs, and age (among other things) as are often cited as having a direct relationship to voter turnout.  My speculations stem from a more specified relation between these factors and voter turnout, and negative ad campaigns. 

Based on all this research, I hypothesize that in the 2000 election, Bush chose to run more negative ads in DMAs where the race was more competitive (specifically, in markets where one candidate had between 40-60 percent of the vote).  

In essence, I argue that there is a relationship between negative ads and competitiveness: the tighter the race in a DMA, the greater the likelihood that this was an area in which Bush ran negative ads.

I believe that my hypothesis that Bush chose to run negative ads in DMAs with tighter races makes sense because it is widely agreed that one of the most important aspects of a presidential race is competitiveness; a candidate is unlikely to waste money and effort on a market that is clearly going to be a sure win for either candidate.  For example, it would be fruitless for Bush to have spent thousands of dollars on negative ads in Washington, D.C. as this DMA is one of the most liberal markets in the country.  This market was a “sure win” for the democratic candidate.

However, if Bush was competing with Gore in a “close” market (where one candidate was reported to have between 40-60% of the vote), he would be more likely to run negative ads there because it would be more likely that he would be able to either tip the scales in favor of himself, or to solidify the vote even more.  Because of the competitive nature of elections, and the important role competitiveness plays in presidential elections, I propose the hypothesis that Bush chose to run more negative ads in DMAs where the race was more competitive (specifically, in markets where one candidate had between 40-60 percent of the vote).  

I expect that my two variables (negative ads and competitiveness of markets) will have a direct relation, or covariation.  I anticipate that when there is a tighter race in a DMA, there will also be a higher number of negative ads run by Bush.  I also believe that the two variables are directly and causally related.  I believe that Bush’s campaign choice to run negative ads is dependent on how tight the race is in the respective market.  In other words, the negative ads were run because of the competitiveness of the market; a market did not become a “tight market” because of the number negative ads run there. I don’t believe that there is a matter of non-spuriousness where a third variable explains high levels of both negative ads and competition.

Another independent variable that I would have liked to examine is the number of independent or undecided voters in each DMA.  Based off the research of Kahn and Geer (1994), which argues that negative advertisements are effective, it would seem likely for a candidate to run negative ads in these states that contain a large number of mismatched partisans, undecided voters, or Independents.  Freedman and Goldstein researched the hypothesis that negative ads have a demobilizing effect for Independents.  They found, however, that there was no sort of demobilizing phenomenon associated with negative ad campaigns and Independent voters (Freedman and Goldstein, 1999).

Kahn and Geer found that negative ads became less effective when coupled with an opponent’s negative ads (Kahn and Geer, 1994).  For this reason, we could further speculate that candidates may run negative ads where an opponent is running negative ads in order to diminish the effectiveness of the opponent’s initial ad.  Likewise, a candidate may run a negative ad in an area where an opponent is not running negative ads in order to increase the ad’s effectiveness.

Unfortunately, there is virtually no way to acquire information on how many independent or undecided reside in DMAs, or even in different counties for that matter.  For this reason, I must gauge this information by examining how “tight” races are in each county.  In this analysis, 50% of the vote would be the most competitive possible race.  As the vote totals diverge from 50 in either direction, then the race in that DMA is less competitive.  Therefore, I assume that Bush ran ads in areas where the races were the most competitive.  By doing this, I am assuming that many DMAs with “tight” races are competitive because of a large number of independent (and therefore “swayable”) voters in these areas.  

Additionally, as previously stated, one of the most important aspects of a presidential race is competitiveness; a candidate is unlikely to waste money and effort on a market that is clearly going to be a sure win for either candidate.  Because of the competitive nature of elections, and the important role competitiveness plays in presidential elections, I propose the hypothesis that Bush chose to run more negative ads in DMAs where the race was more competitive (specifically, in markets where one candidate had between 40-60 percent of the vote).

I also believe that one of the ways Bush gauged the competitiveness of a DMA was by examining the results of past elections.  Specifically, I hypothesize that if a market had a “tight race” in 1996, Bush would be more likely to run negative ads in these DMAs in 2000.

Methods

In order to analyze the question, it is important to define the terms of the question.
Negative Television Advertisements are defined as any political television advertisements that attack an opponent’s personality traits or views on issues.  For the purposes of this paper, “negative ads” will have the same meaning as “negative political advertisements”. 

Media Markets are defined by their respective designated market area (DMA).  These markets are identified by the closest, largest city.  There are 210 DMAs in the United States, with #1 being the largest market of New York City and #210 being the smallest market of Glendive, Montana.  

I chose the 2000 Presidential Election because it is the most recent dataset available for this project.  While the 2004 Presidential Election would have been interesting to analyze, datasets from this election have not yet been released.  Additionally, I wanted to focus on the winning candidate’s advertising.  Further, I feel that the 2000 dataset will provide equally interesting and telling information and analysis opportunities as its 2004 counterpart.  


I acquired my information from the 2000 Presidential Election WiscAds dataset acquired from the Wisconsin Advertising Project at the University of Wisconsin-Madison’s department of Political Science.  My independent variable was the level of election competitiveness in various DMAs.  My dependent variable was the negative advertisements.  My unit of analysis was the various DMAs where the advertisements ran.  Although there are 210 DMAs, I chose to use the top 75 as collected by the Wisconsin Advertising Project in my research.  I did this because over 80% of the population of the United States lives in or receives their news/television programming from the top 75 markets.  I feel that this is a large enough percentage for which to test my hypothesis.


In order to test my hypothesis, I needed to locate election results for each DMA.  Because my hypothesis argues that Bush chose to run negative ads in DMAs where he was facing a “tight race”, this information would help me determine whether or not Bush would chose to run negative ads in these areas.  Unfortunately, I was unable to locate election results by DMA.  Instead, I relied on counties that overlapped the markets I was examining.  For example, because I could not find information on the percentage of votes cast for Bush in the Atlanta, GA DMA, I chose to focus on the Fulton county, which is the county that most encompasses the Atlanta DMA.  With my focus shifted to counties, I used the reference book America Votes 24: A Handbook of Contemporary American Election Statistics to determine the percentage of votes cast in each dominate county (in relation to its corresponding DMA) for both Gore and Bush in the 2000 election.  In order to find out the county corresponding to each DMA, I used maps found in the aforementioned reference book and found the dominant city in each market, and then found the county to which that city belonged.  I then put that information into the chart located in Appendix A.  I used the “% Voted Bush” information as a variable in my crosstab (renamed as “Bush Vote”).  

In order to analyze my data, I first ran a crosstab with “ad tone” (respondents viewed numerous political ads and answered whether they thought the ad was “attack” “promote” “not applicable” or “not sure”) as the dependent variable and market location as the independent variable.  I chose to run row percentages, rather than column percentages.  By doing this, I could determine the percentage of negative ads (as a percentage of total ads) that were run in each market.  For example, in the Charlotte market, 51% of the total ads run were negative or attack ads. 

After collecting this information, I then entered my own dataset into SPSS with three variables: the negative ads (as I just described), market location (the top 75 DMAs), and the variable I titled “Bush Vote”.

Next, I had to analyze my hypothesis in order to input a new variable.  According to my hypothesis, 50% of the vote would be the most competitive possible race.  As the vote totals diverge from 50 in either direction, then the race in that DMA is less competitive.  Therefore, I assume that Bush ran ads in areas where the races were the most competitive. In order to run a regression with this in mind, I subtracted the Bush vote from 50 and then made all the negative numbers positive.  I entered in these numbers as the variable “compete”.  For example, in Albany the Bush vote was 33.5%.  I subtracted 33.5% from 50% (the most competitive race) and ended up with a “compete” variable of 16.5.  Therefore, in Albany, the race was 16.5 units away from being “absolutely competitive.”  In Knoxville, however, the Bush vote was 57.7.  I subtracted 57.7 from 50% and ended up with -7.7.  I made that number positive and found out that in Knoxville, the race was 7.7 units away from being “absolutely competitive”.  Knoxville, therefore, had a more competitive race than Albany.  Based on my hypothesis, I expect that Bush ran more negative ads in Knoxville than in Albany.


Finally, because I had nominal (negative ads) and ratio (“compete”) variables, I ran a bivariate regression and scatter plot for these variables. My first regression had the dependent variable as “compete” and the independent variable as the percentage of attack ads.   


In addition to the Bush vote, I also considered how the previous Presidential election impacted Bush’s decision to run negative ads in different markets.  As stated in my hypothesis, I believe that Bush used the 1996 election to gauge the competitiveness of a market in the 2000 election.  According to my hypothesis, I believe that if Dole had a tight race in certain DMAs in 1996, Bush would be more likely to run negative ads in these markets.  For this reason, I found it necessary to run the same regressions with new variables: “compete” and “Dole votes” from the 1996 Presidential election.  These new variables were based on the assumption that perhaps Bush chose to run negative ads in DMAs where Dole experienced “tight races” with Clinton during the 1996 Presidential Race. 

In order to do this, I used the 1996 version of America Votes and found the percentage of votes cast for Dole in each DMA by pairing the market with its correlating county (based on the graph I made for my 2000 data).  From this information, I made the chart located in Appendix B.

After collecting this information, I once again entered my own dataset into SPSS with three variables: the negative ads (as previously described), market location (the top 75 DMAs), and the variable I titled “Dole Vote”.

Because I had nominal (negative ads) and ratio (“Dole compete”) variables, I ran a bivariate regression and scatter plot for these variables.  My second regression had the dependent variable as “Dole compete” and the independent variable as the percentage of attack ads.   The latter regression helped me better analyze my data, as it was more concise than the “Dole Vote”/attack ad regression.  

Analysis

Because of the importance of competitiveness in elections, I propose the hypothesis that Bush chose to run more negative ads in DMAs where the race was more competitive (specifically, in markets where one candidate had between 40-60 percent of the vote).


Following my hypothesis, I ran two scatterplots to determine the relationship between the percentage of negative ads and the level of competitiveness in the top 75 DMAs (or their respective counties).


My first scatterplot displays the relationship between Bush’s choice to run negative ads in certain DMAs in 2000 and the competitiveness of those DMAs in the 2000 election.  The second scatterplot examines the relationship between Bush’s choice to run negative ads in certain DMAs in the 2000 election and the competitiveness of those DMAs in the 1996 election.

Graph (1): 

Relationship Between Negative Ads in 2000 Election and Competitiveness of 2000 Election
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Variable (2): Bush Competitiveness:

	Variable
	Coefficient
	Standard Error
	Standardized

Coefficient
	T Value
	Significance
	Adjusted

r Square

	Constant
	25.117
	1.472
	
	17.058
	.000
	

	Compete
	-.038
	.104
	-.043
	-.368
	.368
	-.012


 Slope of the line: y = 25.117 - .038x1
An example of an analysis of one of the points would be the rightmost point on the graph, representing Washington, D.C.  This point tells me that the Presidential race in Washington, D.C. was approximately 41 units away from 0 (with 0 being an absolutely competitive race).  In essence, Washington, D.C. had the least competitive Presidential race of the top 75 DMAs in 2000.  According to my hypothesis, I would assume that Washington, D.C. therefore had one of the lowest percentages of negative ads.  However, I can infer from the graph that or the ads run in the Washington D.C. DMA, approximately 20% of the ads were negative.  

Because I assume that with a more competitive race (the closer the “election competitiveness” axis points are to 0) negative campaign ads will increase, I was hoping to find a large grouping of points around the 30-50% area of Ad Tone and the 0-20% area of compete.  

The largest grouping of points is located where election competitiveness was between 0-15% and negative ads were between 20-40%.  This again reflects my hypothesis that a more competitive race will result in a greater number of negative ads run in that media market.   
While the scatterplot helps us understand the relationship between election competitiveness in 2000 and the percentage of negative ads run in that election, it is also important to look at the statistics in this relationship.  The coefficient of -.038 tells me that for every point away from competitiveness, the proportion of negative ads decreases by .038%.  The adjusted R Square tells me how much of the variation in my dependent variable (negative ads) can be explained by the independent variable (in this case, the level of election competitiveness).  Unfortunately, the low R square of -.012 indicates that there is no relationship between my independent and dependent variables, suggesting that the number of negative ads in a DMA cannot be explained by the competitiveness of the race in said market.  The significance of .368 tells me that there is a 38.6% chance of getting a statistic of this magnitude if the null were true.  Clearly, the relationship between negative ads in DMAs and the competitiveness of those DMAs for the same year is not as strong as the literature suggested. 


Next, I ran a second scatterplot with Ad Tone (negative advertisements) and election competitiveness.  As previously stated, the compete variable is a measure of distance in the Dole vote from 50%; In this case, the lower the number, the more competitive the race.  

The following scatterplot shows the relationship between the overall votes cast for Dole in the top 75 DMAs (or their respective counties).  Following my hypothesis, I assume that for variables closer to 0 on the compete axis, there will be a more dense collection of points between 20-40% on the Negative Ad axis.

Graph (2):

Relationship Between Negative Ads in 2000 Election and Competitiveness of 1996 Election
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Variable (4): Dole Compete:

	Variable
	Coefficient
	Standard Error
	Standardized

Coefficient
	T Value
	Significance
	Adjusted 

r Square

	Constant
	24.943
	1.516
	
	16.451
	.000
	

	Compete
	-.019
	.094
	-.024
	-.204
	.839
	-.013


Slope of the line: y = 24.943 - .019x1
An example of an analysis of one of the points would be the rightmost point on the graph, again representing Washington, D.C.  This point tells me that the 1996 Presidential race in Washington, D.C. was approximately 41 units away from 0 (with 0 being an absolutely competitive race).  In essence, Washington, D.C. had the least competitive Presidential race of the top 75 DMAs in 1996 (Dole [Republican] v. Clinton [Democrat]).  According to my hypothesis, I would assume that Washington, D.C. therefore had one of the lowest percentages of negative ads in 2000.  However, I can infer from the graph that of the ads run in the Washington D.C. DMA, approximately 21% of those ads were negative or attack ads.

Because I assume that with a more competitive race (the closer the compete axis points are to 0) negative campaign ads will increase, I was hoping to find a large grouping of points around the 20-40% area of Negative Ads and the 0-20% area of compete.  The largest grouping of points is located where election competitiveness was between 0%-15% and negative ads were between 15% and 35%.  This reflects my hypothesis that a more competitive race will result in a greater number of negative ads run in that media market the next election. 


The first independent variable, election competitiveness, shows a positive causal relationship with negative advertising.  The coefficient of -.019 tells me that for every point away from competitiveness, the proportion of negative ads decreases by .019%. 

The adjusted R Square tells me how much of the variation in my dependent variable (negative ads) can be explained by the independent variable (in this case, “election competitiveness”).  Unfortunately, the low R square of       -.013 indicates that there is no relationship between the independent and dependent variables, suggesting that the number of negative ads in a DMA cannot be explained by the competitiveness of the race in said market. The significance of this variable indicates that it is not statistically significant.  The significance of .839 indicates that there is 83.9% chance of getting a relationship of this magnitude if the null were true.  In similarity with my first scatterplot and statistics, this relationship between negative ads run in certain DMAs in the 2000 election and the competitiveness of said DMAs in the 1996 election is not as strong as the literature suggested. 

In both of the regressions and scatterplots that I ran, I found that there was virtually no relationship between negative advertisements and election competitiveness.  Unfortunately, these weak relationships mean that my hypothesis was disproved.  But however disappointing this may be as a researcher, it is exciting as a political scientist because it means that the majority of information on campaign strategy and negative advertising is factually incorrect.  

Conclusion 


In their 2003 book, Political Advertising the 2000 Elections, highly respected political science researchers Joel Rivlin and Ken Goldstein argued that when a race is more competitive, the number of political advertisements increases dramatically (Goldstein & Rivlin, 2003).  This proposed causal relationship between competitiveness and political advertisements (in this case, negative ads) is supported by the arguments of other researchers, as well (Adamany, 1972; Shaw, 1999; Memmett, 2004).  However, through my analysis, I have disproved my original hypothesis that in the 2000 election, Bush chose to run more negative ads in DMAs where the race was more competitive.  Further, through this analysis, I have conclusively proven that there is no relationship between election competitiveness and the number of negative ads run in certain DMAs.  


While I do not dispute the efforts of previous research on this topic, nor the idea that competitiveness seems to be the most logical and obvious explanation for increased negative ads, my findings conclusively prove that these two trends are not causally linked.  


These unique findings are important to political science because they refute the majority of hypotheses regarding election competitiveness and campaign strategy.  Both older and more recent articles point to competitiveness as a factor determining political advertisement placement.  However, through the above analysis, we can see that there is no relationship between the number of negative political ads and the level of competitiveness in an election.  


These new findings raise numerous questions, the most obvious being “why do political candidates chose to run negative ads run in some places and not others?”  This question points to the important, and apparently misunderstood, area of campaign strategy.  Clearly, future research needs to focus on alternative reasons for increased numbers of negative ads in different areas of the country.  With the number of negative ads on the rise, it is important to gain an understanding into why some candidates find negative ads to be such a useful part of political campaigning.  Additionally, many voters report dislike for negative ads, so it is important to analyze why candidates would choose to run advertisements to which the voting public often has a negative response.  
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Appendix A:

	Market
	County
	% Voted Bush
	% Voted Gore

	Albany/Schenctady/Troy
	Albany
	33.5
	60.3

	Albuquerque/Santa Fe
	Santa Fe
	28.2
	64.7

	Atlanta
	Fulton
	39.8
	57.8

	Austin
	Travis
	46.9
	41.7

	Baltimore
	Baltimore
	43.7
	52.8

	Birmingham/Anniston/Tuscaloosa
	Jefferson
	50.6
	47.4

	Boston
	Suffolk
	20.5
	71.6

	Buffalo
	Erie
	37.7
	56.6

	Charleston/Huntington
	Charleston
	52.2
	44.4

	Charlotte
	Mecklenburg
	51.0
	48.2

	Chicago
	Cook
	28.6
	68.6

	Cincinnati
	Hamilton
	54.0
	42.8

	Cleveland
	Cuyahoga
	33.5
	62.5

	Columbus, OH
	Franklin
	47.8
	48.8

	Dallas/Fort Worth
	Dallas
	52.6
	44.9

	Dayton
	Montgomery
	47.5
	49.6

	Denver
	Denver
	30.9
	61.9

	Des Moines/Ames
	Polk
	45.9
	51.5

	Detroit
	Wayne
	29.0
	69.0

	Flint/Sagnaw/Bay City
	Genesee
	34.9
	62.8

	Fresno/Visalia
	Fresno
	53.1
	43.0

	Grand Rapids/Kalamazoo/Battle Creek
	Kent
	36.6
	62.6

	Green Bay/Appleton
	Brown
	50.3
	45.6

	Greensboro/High Point/Winston Salem
	Guilford
	50.8
	48.6

	Greenville/Spartanburg/Anderson
	Greenville
	66.1
	31.2

	Harrisburg/Lancaster/Lebanon
	Lancaster
	66.1
	31.4

	Hartford/New Haven
	Hartford
	34.7
	60.2

	Houston
	Harris
	54.3
	42.9

	Indianapolis
	Marion
	49.2
	47.9

	Jacksonville/Brunswick
	Duval
	57.5
	40.8

	Kansas City
	Jackson
	38.4
	59.0

	Knoxville
	Knox
	57.7
	40.5

	Las Vegas
	Clark
	44.7
	51.3

	Lexington
	Fayette
	51.7
	44.8

	Little Rock/Pine Bluff
	Pulaski
	43.9
	53.7

	Los Angeles
	Los Angeles
	32.4
	63.5

	Louisville
	Jefferson
	48.0
	49.6

	Memphis
	Shelby
	42.1
	56.5

	Miami/Ft Lauderdale
	Dade
	46.3
	52.6

	Milwaukee
	Milwaukee
	37.7
	58.2

	Minneapolis/St Paul
	Ramsey
	35.9
	56.7

	Mobile/Pensacola
	Escambia
	62.6
	35.1

	Nashville
	Davidson
	40.3
	57.8

	New Orleans
	Orleans
	21.7
	75.9

	New York
	New York
	14.2
	79.8

	Norfolk/Portsmouth/Newport News
	*Ind. Cities
	35.4
	61.7

	Oklahoma City
	Oklahoma
	62.3
	36.6

	Omaha
	Douglas
	55.2
	40.0

	Orlando/Daytona Beach/Melbourne
	Orange
	48.0
	50.1

	Philadelphia
	Philadelphia
	18.0
	80.0

	Phoenix
	Maricopa
	53.3
	43.0

	Pittsburgh
	Allegheny
	40.4
	56.6

	Portland. OR
	Multhomah
	28.2
	63.5

	Portland/Auburn
	Cumberland
	41.0
	52.0

	Providence/New Bedford
	Providence
	28.1
	65.3

	Raleigh/Durham
	Wake
	53.1
	46.0

	Richmond/Petersburg
	Pittslyvania
	65.0
	32.3

	Roanoke/Lynchburg
	Roanoke
	60.1
	37.7

	Rochester, NY
	Monroe
	44.5
	50.9

	Sacramento/Stockton/Modesto
	Sacramento
	45.3
	49.3

	Salt Lake City
	Salt Lake
	55.8
	35.0

	San Antonio
	Bexar
	52.2
	44.9

	San Diego
	San Diego
	49.6
	45.7

	San Francisco/Oakland
	San Francisco
	16.1
	75.5

	Seattle/Tacoma
	King
	34.4
	60.0

	Spokane
	Spokane
	40.6
	57.8

	St Louis
	St Louis
	46.1
	51.5

	Syracuse
	Onondaga
	41.4
	54.0

	Tampa/St Petersburg/Sarasota
	Hillsborough
	50.2
	47.1

	Toledo
	Lucas
	39.1
	57.8

	Tulsa
	Tulsa
	61.3
	37.3

	Washington DC/Hagerstown
	*Ind. Cities
	9.0
	85.2

	West Palm Beach/Ft Pierce
	Palm Beach
	35.3
	62.3

	Wichita/Hutchinson
	Reno
	59.7
	35.5

	Wilkes Barre/Scranton
	Lackawanna
	36.4
	59.6


*Ind. Cities: These cities were not located inside counties. The dominant city of the DMA was instead used to determine the percentage of votes cast for each candidate.

Appendix B:

	
Market

	County
	% Voted Dole
	% Voted Clinton

	Albany/Schenctady/Troy
	Albany
	28.2
	61.0

	Albuquerque/Santa Fe
	Santa Fe
	25.6
	62.1

	Atlanta
	Fulton
	36.9
	58.9

	Austin
	Travis
	40.0
	52.4

	Baltimore
	Baltimore
	42.4
	49.1

	Birmingham/Anniston/Tuscaloosa
	Jefferson
	50.2
	46.1

	Boston
	Suffolk
	19.9
	73.0

	Buffalo
	Erie
	32.3
	54.7

	Charleston/Huntington
	Charleston
	50.3
	45.1

	Charlotte
	Mecklenburg
	45.9
	48.6

	Chicago
	Cook
	26.7
	66.8

	Cincinnati
	Hamilton
	50.1
	43.1

	Cleveland
	Cuyahoga
	29.1
	60.8

	Columbus, OH
	Franklin
	44.5
	48.1

	Dallas/Fort Worth
	Dallas
	46.8
	46.0

	Dayton
	Montgomery
	41.3
	50.0

	Denver
	Denver
	30.0
	61.8

	Des Moines/Ames
	Polk
	39.0
	53.7

	Detroit
	Wayne
	24.0
	69.0

	Flint/Sagnaw/Bay City
	Genesee
	28.3
	60.9

	Fresno/Visalia
	Fresno
	47.4
	45.3

	Grand Rapids/Kalamazoo/Battle Creek
	Kent
	54.3
	38.5

	Green Bay/Appleton
	Brown
	42.5
	47.1

	Greensboro/High Point/Winston Salem
	Guilford
	45.9
	46.9

	Greenville/Spartanburg/Anderson
	Greenville
	59.1
	34.5

	Harrisburg/Lancaster/Lebanon
	Lancaster
	59.8
	31.6

	Hartford/New Haven
	Hartford
	11.1
	82.9

	Houston
	Harris
	49.2
	45.2

	Indianapolis
	Marion
	47.2
	44.1

	Jacksonville/Brunswick
	Duval
	50.0
	44.2

	Kansas City
	Jackson
	34.3
	56.2

	Knoxville
	Knox
	42.7
	44.1

	Las Vegas
	Clark
	39.4
	48.7

	Lexington
	Fayette
	46.3
	47.1

	Little Rock/Pine Bluff
	Pulaski
	35.1
	58.8

	Los Angeles
	Los Angeles
	31.0
	59.3

	Louisville
	Jefferson
	41.0
	51.5

	Memphis
	Shelby
	41.8
	55.0

	Miami/Ft Lauderdale
	Dade
	37.9
	57.3

	Milwaukee
	Milwaukee
	32.2
	58.3

	Minneapolis/St Paul
	Ramsey
	29.3
	58.7

	Mobile/Pensacola
	Escambia
	56.5
	35.1

	Nashville
	Davidson
	39.2
	55.3

	New Orleans
	Orleans
	20.8
	76.2

	New York
	New York
	13.8
	79.9

	Norfolk/Portsmouth/Newport News
	*Ind. Cities
	31.1
	62.6

	Oklahoma City
	Oklahoma
	54.7
	36.5

	Omaha
	Douglas
	51.4
	39.3

	Orlando/Daytona Beach/Melbourne
	Orange
	45.9
	45.7

	Philadelphia
	Philadelphia
	16.0
	77.4

	Phoenix
	Maricopa
	47.2
	44.5

	Pittsburgh
	Allegheny
	37.9
	52.8

	Portland. OR
	Multhomah
	26.3
	59.2

	Portland/Auburn
	Cumberland
	32.9
	53.6

	Providence/New Bedford
	Providence
	23.5
	63.6

	Raleigh/Durham
	Wake
	48.2
	45.9

	Richmond/Petersburg
	Pittslyvania
	55.8
	35.4

	Roanoke/Lynchburg
	Roanoke
	52.5
	39.0

	Rochester, NY
	Monroe
	37.3
	53.2

	Sacramento/Stockton/Modesto
	Sacramento
	40.8
	49.8

	Salt Lake City
	Salt Lake
	45.5
	41.9

	San Antonio
	Bexar
	44.6
	49.7

	San Diego
	San Diego
	45.6
	44.1

	San Francisco/Oakland
	San Francisco
	15.7
	72.2

	Seattle/Tacoma
	King
	31.4
	56.4

	Spokane
	Spokane
	41.8
	45.0

	St Louis
	St Louis
	42.4
	488

	Syracuse
	Onondaga
	37.8
	51.4

	Tampa/St Petersburg/Sarasota
	Hillsborough
	44.3
	56.8

	Toledo
	Lucas
	32.0
	57.7

	Tulsa
	Tulsa
	53.6
	37.1

	Washington DC/Hagerstown
	*Ind. Cities
	9.3
	85.2

	West Palm Beach/Ft Pierce
	Palm Beach
	33.7
	58.1

	Wichita/Hutchinson
	Reno
	54.3
	34.6

	Wilkes Barre/Scranton
	Lackawanna
	32.6
	56.1


*Ind. Cities: These cities were not located inside counties. The dominant city of the DMA was instead used to determine the percentage of votes cast for each candidate.
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Importance

In recent decades, the scientific community has turned much of its focus, in regards to the environment, on the affects that the human population has on the environment itself. After extensive testing, scientists have concluded that the human population is currently having a negative affect on the planet. Problems such as the depletion of the ozone, air and water contamination, deforestation, and global warming can all be traced back to the actions of humans. As the population continues to grow, the ability of the planet to support an ever growing human population will continue to decreases. Acid rain, overpopulation, radiation, poor soil quality, erosion, depletion of the earth’s aquifers, and issues regarding the disposal of nuclear waste are just some of the many concerns faced by the scientific community today.


As a result of these scientific findings, environmental advocates have made it their mission to improve the quality of human existence and the planet Earth itself. Environmentalists have realized that inaction will almost certainly led to the destruction of the planet Earth and create an environment that is inhospitable to the majority of the species that can currently be found inhabiting it. In order to slow or even reverse some of the negative trends developing within our ecosystem, legislation is continually drafted and put before congress in an attempt to protect and preserve the environment for future generations. However, much of this environmental policy has not been met with open arms by policy makers and citizens of the United States. Traditionally, support for the environment has not been a position advocated by the Republican Party. However, as with any party position, some members of the Republican Party have went against party norms and backed environmental policy initiatives. 


Representative Christopher Shays (R. CT-4), is one such example of an environmentally inclined member of the Republican party. For his participation in the 108th Congress, the League of Conservation Voters assigned Representative Shays a score of 87% for his support of environmental issues. On the eleven pieces of environmental legislation that the League of Conservation Votes bases their score upon, Rep. Shays voted in favor of nine of those pieces of legislation. This is not the first time that Rep. Shays has received a high LCV score for his participation in Congress. For the 107th Congress, Rep. Shays score was 73%.  Rep. Shays support actually increased as he served another term in Congress. In fact, Rep. Shays’s record seems to reflect that of many of his Democratic counterparts and seems to be more inline with the traditional Democratic Party line. 


Why has Rep. Shays and others engaged in what some would call a counter intuitive political trend? Why are there varying levels of support for environmental policy among Republicans within the United States?


By isolating various variables, perhaps we can gain a greater understanding of how different subsets of the population respond to the same environmental concerns. By doing so, both scientists and policy makers, can increase their predictive power in regards to support for particular environmental initiatives. By increasing the ability to predict where the strongest support or opposition will come from, policy makers will be able to concentrate their efforts on areas of the population where they will find the most opposition.


The concept of Republican environmentalism is not unheard of. Krissy Clark, in her article “But you don’t sound like a Republican…”, recounts her radio interview with Martha Marks, president of Republicans for Environmental Protection. Clark points out the while Marks may be a green elephant, an oxymoron of sorts, her aim is to be “the environmental conscience of the GOP” (Clark). Marks points out that her “party in recent years has not been friendly toward environmental protection. [But] that doesn’t mean that there are no people in the Republican Party who care about those things” (Clark). Current Republican environmentalism trends are “a reminder that Republican President Teddy Roosevelt created our first national park, and Republican Richard Nixon signed our landmark environmental laws… [and] there’s nothing more fundamentally conservative than conservation (Clark). 


Andrew Gulliford expresses a similar sentiment towards the current state of the Republican Party in his article “Where’s Teddy when you need him?” Gulliford points out that “Teddy [Roosevelt] was a strong Republican president who epitomized the landmark era of the progressive conservation movement”, and he “would be appalled by many of today’s Republicans who don’t have the environmental sense God gave a goose”. “At the first (and last) national conservation conference held at the White House, Roosevelt explained to the nation’s governors, ‘It is safe to say that the prosperity of our people depends on the energy and intelligence with which our natural resources are used’” (Gulliford). What Gulliford wants to make clear is that somehow the Republican Party has lost touch with its environmental roots at some point over the last century. 


Both Clark and Gulliford express the idea that environmental concern among members of the Republican Party is not unheard of and is actually a more traditional alignment to Republicans of the past. The idea of a green elephant should not be an oxymoron, and is actually in keeping with the pluralistic nature of our two party system. Jon Margolis agrees that “Republican conservationists… never disappeared. They just assumed a low profile after their party took over Congress” in the last decade. 


Very little has been done regarding the study environmental policy concerns by social scientists. The primary focus of past research has been the overall opinions of citizens towards the environment. The particular demographics of the citizens have largely been ignored. Thus, it is difficult for environmentalists and policy makers to pinpoint who will both support and oppose their actions. The possibility of having Republican environmentalists and non-environmentalist Democratic forces us to look past pure party affiliation. Future research, including the work in this paper, needs to focus on developing predictive indicators that will help determine whether or not a particular Republican will support environmental policy initiatives.


The variation that I would like to address in this paper is the level of concern that Republicans have towards the environment. However, because of the lack of research done in this field, much of the data that political scientists have to work with is tainted due to what is know as the weighing of goods or competing values. In national surveys, environmental questions are often asked as part of a “goods” evaluation. In these scenarios, respondents are asked to weigh two or more sometimes competing goods against each other. In doing so they decide which good is more important. In an utopian society, none of the goods presented would be in conflict. Nevertheless, do to practical logistical implementation of these issues, the reality of the situation is that they often do come into conflict. 


When it comes to the environment, one of the most common weighing of the goods combination is the environment vs. economy, or more importantly the effect that regulations would have on the labor industry. In this circumstance, respondents are asked to rate the value of the environment against the value of the labor market. It becomes an issue of weighing you habitat verse your means of survival in a capitalist society. In some ways, this sets up a leading question. People are asked to weigh putting food on the table verse what they can only imagine to be the death of some animal they have never seen or the loss of a few trees. Therefore, answers to these questions are often based on gut reaction alone, and can result in a misleading data set. 


Similarly, respondents may be asked if they believe the country is spending too much money on, too little money on, or about the right amount of money on improving and/or protecting the environment. Once again, the environment is framed in the context of money or the economy. The state of both the national and local economy could effect the answer given by the respondent.  


Humans, in general, fall into several basic categories when it comes to the support of environmental issues. On one side of the issue, there are people who feel that environmental issues are the greatest problem to currently face not only the population of the United States but the world population as a whole. They often migrate to metaphysical philosophies that subscribe to the idea that the planet has intrinsic worth and needs to be protected. Popular defenses for this position can be found in the ethical traditions of utilitarianism, deontology, or natural law ethics. Advocates of this position have found it advantageous to turn to philosophical ethics for guidance. “We can apply theories to specific situations and use them to generate specific recommendations. The long history of ethics gives us a reasonable and strong basis from which to analyze and offer advice. As we work our way through environmental controversies, it [is] helpful [that] we do not have to reinvent the wheel at every step” (DesJardins 22). In the application of all three positions to the environment, the good of the environment must be placed over the advancement of the current human population in situations that will have a devastating effect on the environment for future generations. 


In the middle of the spectrum we find a group that recognizes that there is need for environmental concern, but they often rank competing interests above the protection of the environment. It is not that this group does not care about the state of the environment; it is merely the case that they value other pressing competing interests more. Within the group, support for environmental issues can usually be garnered by appealing to other connected issues and relating them to an environmental concern. Finally, there is another portion of the population that holds no special concern for environmental concerns. Humanity is valued separate and above the environment allowing for humans to use at their disposal all the resources that lie before them. The planet is there before them to be used; often it is with no consideration for future generations. 


Subsequently, the task that lies before social scientists is to begin to discover the patterns within these groups and how they fit into the larger political spectrum within the United States. Clearly, there are all three levels of support for environmental issues within the Republican Party. So, what determines whether or not individual Republicans will support environmental policy? By isolating a pattern, we will begin to develop predictive power in order to generate the best results in regards to policy initiatives. 


In the United States, some works have been published studying the issue of the environment as a whole. Very little inquiry has been done in the area of what type of person is concerned with environmental issues and the variation of groups. Thus, there are no significant data sets that express the variation within these groups. 

Literature Review 


The population of the United States, as a whole, can be broken down into three general groups when it comes to the support of environmental policy. Because our structure of government encourages pluralism and allows for the support of any number of issues, we can naturally expect variation among the type of supporters for any given policy issues. On one hand, there is a portion of the population that strongly supports environmental policy and actively advocates for changes in legislation. However, there is also a portion of the population that does not support environmental policy at all. These people are not deeply concerned in regards to the current or future state of the planet. Furthermore, others assert that they are environmentalist, but they are opposed to proposed policy incentives (Kraft 108-110). 


The structure of the American political system allows for the creation and domination of two party politics. Due to the nature of the two party system, the parties that form our what is referred to as big tents. “American political parties differ from their counterparts in other democracies. In many countries, parties are closely linked with one or a few interests they can be said to represent… In the United States, however, the parties have established relationships with a variety of interest groups that make up their core constituencies. ” (Rozell and Wilcox 252). Therefore, the two parties are relatively large and ideologically weak. 


Though the parties may seem large, cumbersome, and ideologically weak they serve an important role in American politics. As Martin Wattenberg points out “the function that parties have been said to perform in American society are impressive and diverse. These include:



1. Generating symbols of identification and loyalty.


2. Aggregating and articulating political interest.


3. Mobilizing majorities in the electorate and in government.


4. Socializing voters and maintaining a popular following.


5. Organizing dissent and opposition.


6. Recruiting political leadership and seeking governmental offices.


7. Institutionalizing, channeling, and socializing conflict.


8. Overriding the dangers of sectionalism and promoting the national 



interest.


9. Implementing policy objectives.


10. Legitimizing decisions of government.


11. Fostering stability in government” (Wattenberg 187).

The composition of an individuals personal political value structure will determine how they rate the importance of any given issue. A person political value structure can be comprised in an infinite number of ways and is subject to the individuals own discretion. The structure of our pluralistic system also allows for individuals to change the composition of their values at anytime and as many times as they want. Issues that top their value list have the greatest impact upon which party affiliation they are most likely to align themselves with. Conceivably a person could have great support for environmental issues and still be a Republican. This is because they more strongly support another issue such as abortion or prayer in schools which attracts them to the Republican Party. On the other hand, a member of the Democratic Party could strongly support gun control and careless about the environment. 


People stay in one particular political parties or another because, “according to traditional theories of individual party identification, an individual’s political party affiliation represents a ‘lasting attachment’ that forms early in life through a process of political socialization. These psychological attachments are expected to persist over time and to work as exogenous influences on voting behavior” (Box-Steffen Meier and Smith 567).


John Fleishman, in his article “Types of Political Attitude Structure: Results of a Cluster Analysis”, discovered that conventional ways of describing political party affiliation are ineffective at explaining how individuals actually act and participate in the political arena. He believes that the “basic assumption in American politics is that members of the public can be classified into distinct and internally homogeneous groups on the basis of their political beliefs” (Fleishman 371). However, these groups do little to explain the actions of their members. 


The reason that traditional methods of labeling political affiliation are ineffective is because they fail to capture the nature of the individualist perspective. “One person may view an issue in terms of its implications for the preservation of a stable social order, while another may interpret the same issue in terms of restraints on individual liberties. Each person’s more-or-less idiosyncratic perspective cannot be captured by assuming that all people use the same dimensions” (Fleishman 372). Therefore, Fleishman suggests that we should try to put individuals into a larger number of clusters. By placing people into six different clusters Fleishman was better able to explain the counter intuitive trends of some of the member. All in all, Fleishman, discovered that “the popular trichotomy of liberal, moderate, and conservative is too simple to provide an accurate description of the electorate” (Fleishman 384). Therefore, in order to explain support for certain issues, we must look past simple party affiliation to explain the behavior of the electorate.


In the article “Environmental Policy and Party Divergence in Congress” Charles Shipan and William Lowry note the gap between Republican and Democrat voting records regarding the environment.  They found that “the difference between the voting scores of the Democrats and the Republicans in both houses of Congress [have] increased since 1970” (Shipan and Lowry 246).  Since 1970 the divide between Democrats and Republicans concerning the environment has grown. According to the authors, environmental issues achieved a permanent place on the political agenda starting in the late 1960s. Since that time, environmental issues have received regular attention by Congress. This allowed Shipan and Lowry the opportunity to study the polarization of the two parties concerning this issue.


The positions of individual congressman on environmental issues already existed in a systematic form that allowed for Shipan and Lowry to compile their data. “The League of Conservation Votes (LCV),…, has reported voting scores for all members of Congress since 1970. Each year the League chooses what it considers the most important votes on environmental issues,…, and calculates whether or not each member took a pro-environmental position. Notably, these votes involve not position-taking, but rather real issues that force real choices. Scores range from 0 to 100, with 0 reflection no support for the environment and 100 reflecting the opposite” (Shipan and Lowry 248).  By using data that was comparable over the last three decades, Shipan and Lowry were able to show that Republicans and Democrats have diverged from each other in the area of environmental politics. Over the last three decades the two parties polarized over the issue of the environment. 


While Democrats have continued to support environmental legislation over the last three decades, Republican support has been on the decline creating a polarization regarding the environment.  Shipan and Lowry believe that this polarization of party behavior is result of “the behavior of regions, factions, and individuals within the two parties” (Shipan and Lowry 261).    


There are three dominate themes within current published material that begin to shed light on the variation of support for the environment. The three lead theories are those of age, education, and ideology as the influencing factors on ones support for the environment. 


The issue of age is taken up by Philip Lowe in his discussion of the survey done by Dunlap and Van Liere in both 1978 and 1980. It was Dunlap and Van Liere’s finding that younger, better-educated, and more politically liberal individuals were more concerned with the environment; this can be juxtaposed with their more conservative, older, less educated counterparts. Dunlap and Van Liere also probed the connection between environmental concern and occupation, political affliction, and the rural-urban split. However, in their findings they concluded against any relationship between these factors (Lowe). Lowe’s conclusion is that concern for the environment is directly tied to leisure time and activities. The greater amount of education that a person has had, increases their likelihood to have more leisure time; therefore, well educated people are more likely to spend time in nature and be more concerned with the environment.


Christopher Boose and Deborah Guber believe that one’s opinion of the environment is in direct correlation to education and issue concern. Boose and Guber point to the fact that public concern in regards to the environment is commonly high when one is asked if he or she is an environmentalist. However, that numbers decrease dramatically when specific policy initiatives are discussed. They believe that the reasoning behind this is due to the individuals lack of information about the specific issues. The more education that a person has, the more likely they are to be informed about specific issues, and in our case, issues that relate to the environment. Likewise, the more information that a person has, the easier it is for them to make choices about not only specific policies but general issues as a whole.


In “Public Opinion and Environmental Policy,” written by Riley Dunlap in 1995, Dunlap discusses ideology and how it relates to one’s perception of the environment. Dunlap, in studying public opinion polls after 1970 noticed a shift that he attributed to the Presidents that were in office during various periods of time. This can be seen in the contrast between the opinion towards the environment during the Reagan Administration as opposed to public opinion towards the end of the 1980s and the 1990s. From this, the argument could be made that the ideology of the President or the controlling party affects the public opinions in regards to the environment. 


Richard Ellis and Fred Thompson in their article “Culture and the Environment in the Pacific Northwest” look at culture theory to help explain individuals support for the environment. “Environmental activists, according to this cultural theory, are worried about the greenhouse effect or deforestation, for example, not only because they are concerned about the fate of the earth but because they desire to transform how human beings live with one another in an egalitarian direction” (Ellis and Thompson 885).  Ellis and Thompson believe that the more egalitarian you are the more likely you will be to support environmentalism. Likewise, the more inclined you are to the ideals of market individualism they more likely you are not to support the environment.  


While their results support that environmentalism or environmental attitudes are rooted in our orientation by socioculture, their “findings hardly demonstrate the indisputable triumph of cultural theory”. Instead, they found that “ideological self-designation on the liberal-conservative scale correlates highly with both egalitarianism and market individualism, which suggests that these cultural biases are conceptually similar to the conventional left-right ideological continuum” (Ellis and Thompson 892). So, support for the environment can be predicted by an individuals position along the left-right continuum or their political ideology.


In Michael Kraft’s book Environmental Policy and Politics, Kraft expressed the views of all three dominate theories. Kraft notes that “definitions and understanding of any public problem are affected by political ideologies and values, education and professional training, and work or community experience,” (Kraft 6). By looking at the work of previous social scientists, future social scientists have a firmer base to begin their inquiry into the connections between age, education, and ideology and one’s concern for environmental issues. 

Hypothesis

Based on the research done before me, the hypothesis that I will be testing is that the younger a Republican is, and the more education they have the more likely they are to support and be concerned about environmental issues. In addition to these variables I would also like to test what affect region, rural proximity, and voting districts have on support for the environment.  This hypothesis takes into account five independent variables that seem to be the most likely factors to influence ones support of the environment. Since I am only test Republicans, political ideology becomes a non factor since they all lie in the same area of the political ideological spectrum.


The younger a Republican is, the less jaded they are due to the often harsh aspects of reality. Because of their age, the young are more likely to be idealist. As a result, they are more likely to question the metaphysical and epistemological aspects of their surroundings and be concerned with preserving their habitat. They are less likely to be influenced by outside sources, and are more likely to be less pluralistic. Along the same line, the youth of today are more environmentally aware of the plight of the earth. There is hardly a school district in the United States that does not have some sort of environmentally friendly program built into their curriculum. The youth of today are growing up with a more acute awareness of the environment and environmental issues. Younger Republicans are more likely to support environmental causes because environmental concerns were integrated into their formal educational curriculum. 


There are several correlating factors between one’s education and their concern for the environment. As it was pointed out before, the more educated a person is the more likely it is for that person to be wealthy. The wealthier a person is, the more likely they are to have more leisure time, and the more likely they are to spend time in nature. This would naturally lead to a greater concern for nature. Wealth also allows for individuals to financially support interest groups, philanthropies, political incentives, and candidates. The more education one has, the more likely they are to be engaged in local politics and community issues. Most environmental issues begin at the local level. Naturally, this arena, allows for those who are more educated in the community to be more environmentally active. In addition to this, more educated people are more likely to be informed about a wide range of issues. The more informed a person is, the more likely they are to be concerned about a wide range of issues. 


Educated people are more likely to have studied the affects that the human population has had on the plant, and they are more likely to have access to current information that becomes available concerning environmental issues. Education is also tied to the ability to weight competing goods or values. The more educated a person is, the more likely they are to factor in all of the information available to them. They are also able to rationally weight the needs of the future against the needs of the present. Therefore, the more education that a Republican receives, the more likely they are to support the environment.  


In addition to age and education, I feel that it is important to look at three other variables. It is my belief that the region in which you live has a direct correlation to your support for the environment. Certain regions of the country have traditionally been more sympathetic to environmental issues; namely the Northeast. While others like the Midwest and West have not support environmental causes. Part of this is a function of the type of industries that are predominate in these regions.


The Northeast has had a long history of industry. This has caused lasting negative impacts on the environment. The two most obvious have been water and air pollution. The citizens of these regions have seen the detrimental impacts of these two factors and would be more supportive of measure to rectify the situation and prevent further damage.


In the Midwest and West, which rely heavily on extractive industries, have less incentive to support environmental policy. More regulation often endangers jobs in the region. Mining, logging, oil, and grazing are examples of industries of the West that would negatively be impacted by stricture regulations. Therefore, citizens of these regions would be less likely to support new environmental policy. Subsequently, it is my hypothesis that Republicans that live in the Northeast are more likely to support environmental issues. On the other hand, Republicans of the Midwest and West are more likely to not support stricture environmental policy.


Along the same lines, it is my hypothesis that Republicans that live in the city would be more likely to support environmental issue as opposed to those who live in more rural locations. Republicans who live in a city or in close proximity to others will be more likely to support the environment. This is due to their likelihood to be affected by pollution. Vise versa, those who live in a more rural location and do not have to deal with issues like pollution will be less inclined to support environmental 

initiatives. These Republicans, who live in rural areas, have no incentive to support; while those who live in cities or more urban areas do.


The final variable that I would like to look at is the specific voting district that the Republican is from. It is my belief that if a Republican is from a predominantly liberal voting district they will be more inclined to support environmental initiatives.  Though we know that the individual Republican is ideologically more conservative, the ideology those around him or her also affects their possible support for the environment. The ideology of those around you is also an important factor. 


People who are more liberal often associate, and are more likely to associate, environmental concerns with other issues such as human and animal rights, big business, and sometimes even internal governmental affairs. The goal is more likely to be the betterment of the community as opposed to the advancement of an individual or group of individuals. In this regard, people on the left tend to be very Rawlsian. This can be extended to communities as a whole. Communities can be very Rawlsian in regards to their approach to societal issues. In terms of the environment, a more liberally inclined person or community may be more prone to sacrifice individual or present advancement for the good of the environment as a whole for future generations. Republicans who align themselves with a more Rawlsian position will naturally be more environmentally inclined. 



The politics on the far right are often in sharp contrast to this. Individual advancement is often weighted above the good of the community. The main focus is often on the ability to assert one’s individual free will, even if that free will is at the price of others. The political far left often holds the opinion that the environment should not be acted on immorally, and should not be treated as an object merely for human consumption. The more Rawlsian a Republican community is, the more likely they are to support environmental issues.  One indicator of a more liberally inclined Rawlsian community is the communities voting percentages in Presidential elections. Communities that have high percentages of support for Democratic candidates tend to be more liberal. The demographics of a community will naturally affect those who live within it. The more liberal a Republican voting district is, the more likely they are to support the environment.       


Therefore, it is my hypothesis that the younger a Republican is, the more educated they are, the closer they live to the eastern sea board, the less rural their surroundings are, and the more liberal their voting district is the more likely they are to be a Republican Environmentalist or green elephant. It is my belief that this hypothesis will be true for both Congressional Republicans and for Republicans of the general population. The same trends should be found in both population sets. 

Methods


In order to test my hypothesis I will actually be looking at two different sectors of the population; therefore, I will be using two different data sets. First I will examine Republican Congressmen’s likelihood to support environmental policy that comes before them in congress. In order to do so, I compiled my own data set using the League of Conservation Voters LCV scores for the 108th Congress and the Congressional Quarterly for the 108th Congress. Second, I examined the overall trends of Republicans as a whole within the general population. To do so, I used the National Election Survey from 2002.   


In the first data set, Republican Congressman are the unit of analysis. In order to compile the data set I used the League of Conservation Voters LCV score for each individual Congressman. The League of Conservation Voters assigns each Congressman a score based upon their support for pieces of environmental legislation that has come before them in Congress. A score of 100 represents maximum support, while a score of 0 represents no support. This score was used for my dependent variable in a multivariable regression. 


For this data set I ran a multivariable regression consisting of 10 independent variables. The information for these variables came from the Congressional Quarterly for the 108th Congress. 


The first variable is that of age. Using the Congressional Quarterly’s data concerning the individual Congressmen for the 108th Congress, I computed each Congressman’s age as of the year 2004. These were then recorded on their respective lines on the data set. Ages ranged from 30 to 81. 


The second variable was that of education. Using the same information in the Congressional Quarterly I assigned an education level score to each Congress. A score of 0 was given to any Congressman that did not complete a high school education. 1 was the score assigned to Congressman completing their high school education but who had no college education. I assigned the score 2 to those Congressman who graduated high school and had some college education but did not complete a four year degree. 3 was the score assigned to those who completed a four year degree. And, the score of 4 was given to any Congressman who completed any post graduate work. Therefore, the scores ranged from 0-4.


The third variable was the district ideology of the individual Congressman. This was based upon the percentage of the district that voted for George W. Bush, the Republican Candidate, in the 2004 election. Those districts that had low support for Bush tend to be more liberal; while those districts that had high support for Bush are more conservative. For members of the House of Representatives the score reflected their individual district that they represented. For members of the Senate, the score was based upon the percentage of the state as a whole that voted for Bush. This score was used because Senators represent the entire state as opposed for individual districts. A state wide percentage was also used for members of the House that represent the state a whole. The individual percentages were recorded on the Congressman’s corresponding lines. 


The fourth variable was that of rural percentage. Each state and voting district is assigned a score that reflects the percentage of the area that is considered to be rural. This score can also be found in each Congressman’s information in the Congressional Quarterly. For each member of the House of Representatives the percentage of the member’s district that is rural was recorded as their rural proximity score. For Senators, the percentage of their state, as a whole, that is rural was recorded as their rural proximity score. The state wide percentage was also used for members of the House that represent their entire state. Each member of Congresses corresponding score was recorded on the data set. 


Finally variables five through ten represent the region of the country in which the responding Congressman’s state lies within. I created six different regions of the country in which to divide the states into. The six regions are 1) New England: Maine, Vermont, New Hampshire, Massachusetts, Connecticut, and Rhode Island. 2) Mid-Atlantic: Delaware, Maryland, New Jersey, New York, Pennsylvania, West Virginia. 3) Southeast: Alabama, Arkansas, Florida, Georgia, Kentucky, Louisiana, Mississippi, North Carolina, South Carolina, Tennessee, Virginia. 4) Mid-West: Illinois, Indiana, Iowa, Kansas, Michigan, Minnesota, Missouri, Nebraska, North Dakota, Ohio, South Dakota, Wisconsin. 5) Rocky Mountain/Southwest: Arizona, Colorado, Montana, New Mexico, Oklahoma, Texas, Utah, Wyoming. 6) West: Alaska, California, Hawaii, Idaho, Nevada, Oregon, Washington. 


Because these regions are not in rank order five individual variables had to be created. This process is often referred to as dummy variable. Even though there are six regions, only five dummy variables are need. The sixth regional variable is represented by the constant when all other variables are held at zero. As you go through the variables for each region, the region you are working with is assigned the value of one. The other regions are assigned the value of zero. For example: New England would be assigned 1. Mid-Atlantic, Southeast, Midwest, Rocky Mountains/Southwest, and West were assigned 0. Therefore, by creating five individual variables I was able to assign rank order to the variable of region. 


Because I made my own data set, the only information that was omitted was that which was not available. This was the case in regards to the Speaker of the House, Rep. Hastert, who was not assigned an LCV score because as speaker of the House he can make the choice to vote only at his discretion. The method that I have selected to use for my analysis is a multivariable regression. Regressions are used to measure the relationships between an interval-ratio dependent variable and one or more interval-ratio independent variables. For this data set I will run a multivariable regression for all ten interval-ratio variables. I will look at such factors as the slope, T value, Multiple R, and R-Square. From these I will be able to study the different association of the variables and the strengths of the various relationships. 


For the second data set, I will look at the National Election Survey from 2002 and information from the Congressional Quarterly for the 108th Congress. Information from the Congressional Quarterly will be used to create variables that are no available in the National Election Survey from 2002. In order to use this data set, I had to set a filter in order to only consider those persons who reported being Republican. To do so, I had to recode variable V023038x. Originally, this variable was broken into ten different parts. 0=Strong Democrat, 1=Weak Democrat, 2=Independent-Democrat, 3=Independent-Independent, 4=Independent-Republican, 5=Weak Republican, 6=Strong Republican, 7=Other; minor party or refuses to say, 8=Apolitical, and 9=NA. I recoded the variable into a new variable that I labeled Republicans which was broken only into two components. 0 was assigned to values 0,1,2,3,7,8, and 9. 1 was assigned to 4,5, and 6. This allowed me to group individuals into Republicans and Non-Republicans. The filter was set to filter out all respondents who had the value of zero in the variable of Republicans.    



My dependent variable is question V025066- Environmentalist Thermometer: How do you rate environmentalists. This variable is set on a 0-100 scale. 0 is the lowest rating for environmentalist and 100 being the highest. Out of the all the environmentally based variables in the 2002 National Election Survey, this variable most closely represents what I am looking for. Other variables that could have been chosen where competing value variables: variables where respondents had to rate the environment against another good. As explained before, these question do not always give an accurate representation of a respondent attitudes towards the environment. However, the feelings toward environmentalist do. Respondents that favor the environment are also likely to rate environmentalist high. While, on the other hand, respondents that do not favor the environment are likely to rate environmentalist low. Those respondents in that are neutral towards the environment will rate environmentalist somewhere in the middle; however, the environmentalist thermometer scores that are in the middle could lean towards the positive or negative ends of the spectrum. These score reflect respondents feeling towards the environment that are not particularly strong, but lean one way or the other.  


The first independent variable is that of age. For this question I used variable V023126x-Respondents Age. Since the variable was already in an interval-ratio variable format, no recoding was necessary. 


The second variable was that of education, variable V023131-Respondent’s Education: Numeric. Originally, this variable was broken into nine parts. 1= 8 grades or less and no diploma or equivalency, 2= 9-11 grades, no further schooling: including 12 years with out diploma or equivalency, 3=High school diploma or equivalency test, 4= More than 12 years of schooling: no higher degree, 5=Junior or community college level degree: AA degrees, 6=BA level degrees: no advanced degree, 7= Advanced level degree, 9=Refused, 0=NA. This variable was recoded into a new variable labeled degree.  A score of 0 was given to any respondents that did not complete a high school education: values 1 and 2. 1 was the score assigned to respondents completing their high school education but who had no college education: value 3. I assigned the score 2 to those respondents who graduated high school and had some college education but did not complete a four year degree: values 4 and 5. 3 was the score assigned to those who completed a four year degree: value 6. And, the score of 4 was given to any Congressman who completed any post graduate work: value 7. The values of 0 and 9 were made missing. Therefore, the scores ranged from 0-4.


The third variable was the state ideology of the individual respondent. This was based upon the percentage of the state that voted for George W. Bush, the Republican Candidate, in the 2004 election. Those states that had low support for Bush tend to be more liberal; while those states that had high support for Bush are more conservative. For the individual respondents, the score reflects their individual states, in which they reside, political ideology. These scores were gathered from the Congressional Quarterly for the 108th Congress. In order to do this I recoded variable V021201a: ICPSR State Code, into a new variable that I labeled State. The number that was assigned to the state was recoded into the number of the percent of the state that support Bush in the 2004 election. Therefore, a new variable was created for State ideology.  


The fourth variable was that of rural percentage. Each state is assigned a score that reflects the percentage of the area that is considered to be rural. This score can also be found for each state in the Congressional Quarterly. In order to do this I recoded variable V021201a: ICPSR State Code, again,  into a new variable that I labeled Rural. The number that was assigned to the state was recoded into the number of the percent of the state that is considered to be rural. Therefore, a new variable was created for the rural composition of the state.  

  
Finally variables five through ten represent the region of the country in which the responding Congressman’s state lies within. I created six different regions of the country in which to divide the states into. The six regions are 1) New England: Maine, Vermont, New Hampshire, Massachusetts, Connecticut, and Rhode Island. 2) Mid-Atlantic: Delaware, Maryland, New Jersey, New York, Pennsylvania, West Virginia. 3) Southeast: Alabama, Arkansas, Florida, Georgia, Kentucky, Louisiana, Mississippi, North Carolina, South Carolina, Tennessee, Virginia. 4) Mid-West: Illinois, Indiana, Iowa, Kansas, Michigan, Minnesota, Missouri, Nebraska, North Dakota, Ohio, South Dakota, Wisconsin. 5) Rocky Mountain/Southwest: Arizona, Colorado, Montana, New Mexico, Oklahoma, Texas, Utah, Wyoming. 6) West: Alaska, California, Hawaii, Idaho, Nevada, Oregon, Washington. Variable V021201a was recoded into five new variables to represent these regions. These new variables were labeled New England, Mid-Atlantic, Southeast, Mid-West, and Rocky Mountain/Southwest. 


Because these regions are not in rank order, five individual variables had to be created. These dummy variables were created in order for the use of the regression. A variable was not created once again for the West, because its’ value can be determined by the constant if you hold all the other variables at 0. As you go through the variables for each region, the region you are working with is assigned the value of one. The other regions are assigned the value of zero. Once again, for example: New England would be assigned 1. Mid-Atlantic, Southeast, Midwest, Rocky Mountains/Southwest, and West were assigned 0. Therefore, by creating five individual variables I was able to assign rank order to the variable of region. 


The method that I have selected to use for my analysis is a multivariable regression. Regressions are used to measure the relationships between an interval-ratio dependent variable and one or more interval-ratio independent variables. For this data set I will run a multivariable regression for all ten interval-ratio variables. I will look at such factors as the slope, T value, Multiple R, and R-Square. From these I will be able to study the different association of the variables and the strengths of the various relationships. 
Data Analysis


I first analyzed the data from the data set containing the information concerning the Congressmen of the 108th Congress. My hypothesis is that the younger a Republican Congressman is, the more educated they are, the closer they live to the eastern sea board, the less rural their surroundings are, and the more liberal their voting district is the more likely they are to be a Republican Environmentalist. The data can be seen on the following page:

Table 1a and b.

Factors That Contribute to Congressmen’s Likelihood to Support the Environmental 
Model Summary Table 1a

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.702a
	.493
	.476
	12.80579







Coefficientsa Table1b



   Unstandardized                 Standardized     

                                                Coefficients                        Coefficients

                                          B                 Std. Error            Beta
                       t
                      Sig.

	Constant
	22.433
	9.194
	
	2.440
	.015

	New England
	47.581
	5.040
	.503
	9.440
	.000

	Mid-Atlantic
	19.972
	3.249
	.371
	6.147
	.000

	South Eastern
	1.599
	2.707
	.041
	.591
	.555

	Mid-West
	5.949
	2.754
	.146
	2.160
	.032

	Mountain
	.965
	2.910
	.021
	.331
	.741

	Age
	.191
	.079
	.106
	2.418
	.016

	Education
	1.096
	1.060
	.046
	1.035
	.302

	District Ideology
	-.494
	.130
	-.208
	-3.812
	.000

	Rural
	-.119
	.049
	-.118
	-2.417
	.016

	
	
	
	
	
	


Equation of the Model: Y=22.433 + 47.581(X1) + 19.972(X2) + 1.599(X3) + 5.949(X4) + .965(X5) + .191(X6) + 1.096(X7) + -.494(X8) + -.119(X9)

Source: League of Conservation Voters and the Congressional Quarterly for the 108th Congress.


The first significant numbers that we must look at is the slope or the regression of the coefficient. In the above chart this column is marked B. In the case of this regression, where there is more than one independent variable, the slope tells us how much change in the dependent variable can be attributed to a one unit increase in the independent variable. This is of course keeping the other independent variable constant. 


In the case of Republican Congressional support for the environment, in regards to region, if a Congressman is from the Northeast, their LCV increased 47.581. The LCV score of Congressman from the Mid-Atlantic region increased 19.972. Congressman from the South scores increased 1.599. Being from the Mid-West increased LCV scores by 5.949. Congressman from the Rocky Mountains LCV Scores increased .966. Holding all other variables constant, the LCV scores of Congressman from the West increase 22.443; this number is represented by the constant. For every year increase in age, LCV scores increases .191. For every degree category increase in education, LCV scores increases 1.096. With every percentage point increase in a districts or states support for Bush, the LCV score decreases .494.  With every percentage point increase in the amount of rural land, LCV scores decreases .119.  



These findings were in keeping with my hypothesis. It was my belief that republicans that lived in near the Eastern sea board, that were younger, lived in more liberal districts, and lived in more urban areas would be the most likely to support environmental policy; while those who lived in the western half of the United States would be less likely to support these measures. My hypothesis regarding education was not confirmed.


The next set of numbers that we need to analyze is the T values and significance of the independent variables. T values tell us where the slope of the line would be if the null hypothesis were true. This number is measured in units of standard deviation. To be able to reject the null you want the number to be higher than +/- 1.96%. If the number is high than +/- 1.96% then the significance level will be lower than .05%.


For this data set numbers are as follows: New England had a t value of 9.440,and a significance level of .000. The Mid-Atlantic had a t value of 6.147, and a significance level of .000. The South had a t value of .591, and a significance level of .555. The Mid-West had a t value of 2.160, and a significance level of .032. The Rocky Mountains had a t value of .331, and a significance level of .741. Holding all other variables constant, the West has a t value of 2.440, and significance level of .015.  Age had a t value of 2.418, and a significance level of .016. Education had a t value of 1.035, and a significance level of .302. District had a t value of -3.812, and a significance level of .000. Rural had a t value of -2.417, and a significance level of .016.


From this we reject the null with confidence for the variables of New England, Mid-Atlantic, Mid-West, West, Age, District, and Rural. This is in keeping with my hypothesis. In these seven variables we can be confident that there is a connection.


The next two numbers that we need to consider are the Multiple R or also known as Pearson’s R and the R square. The Pearson’s R is a measure of the connection between the independent variables and the dependent variables. This number varies between +/-1. A positive 1 indicates a perfect relationship and a negative one indicates a negative relationship. R square indicates the percentage of the variation in the dependent variable explained by the independent variables.  In the case of this data set, the Pearson’s R is .702. This number indicates that there is a definite and somewhat strong relationship between the independent variables and the dependent variable. The R square tells us that 49.3% of the variation in the dependent variable can be explained by the independent variables. This is significant because it means that these independent variable account for almost half the variation in Republican support for the environment.    

                                                                                    


The next data set that I analyzed contained the information concerning Republicans as a whole in the general population. The following data is the results of the multivariable regression that was run on the second data set. The data can be seen as follows:
Table 2a and b.

Factors That Contribute to Republicans Likelihood to Support the Environmental

Model Summary Table 2a

	Model
	R
	R Square
	Adjusted R Square
	Std. Error of the Estimate

	1
	.178a
	.032
	.016
	21.947


Coefficientsa Table2b

                                                  Unstandardized         Standardized     

                                                     Coefficients              Coefficients

     Model                            B                 Std. Error               Beta
          t
                      Sig.

	Constant
	60.598
	11.645
	
	5.204
	.000

	New England
	15.702
	5.571
	.152
	2.819
	.005

	Mid-Atlantic
	10.252
	3.893
	.158
	2.633
	.009

	South Eastern
	6.537
	3.782
	.130
	1.728
	.084

	Mid-West
	4.775
	3.525
	.097
	1.354
	.176

	Mountain
	3.293
	4.631
	.054
	.711
	.477

	Age
	-.075
	.061
	-.053
	-1.243
	.214

	Education
	-.631
	.937
	-.028
	-.673
	.501

	State Ideology
	.020
	.254
	.007
	.079
	.937

	Rural
	-.210
	.121
	-.114
	-1.736
	.083


Equation of the Model: Y=60.596 + 15.702(X1) + 10.252(X2) + 6.537(X3) + 4.775(X4) + 3.293(X5) + -.075(X6) + -.631(X7) + .020(X8) + -.210(X9)

Source: National Election Survey: 2002 and the Congressional Quarterly for the 108th Congress.

The first significant numbers that we need to discuss is the slope or the regression of the coefficient. Once again, in the above chart, this column is marked B.  In the case of the general Republican populations support for the environment, in regards to region, if a Republican is from the Northeast, their environmentalist thermometer score increased 15.702. The environmentalist thermometer score of a Republican from the Mid-Atlantic region increased 10.252. Republicans from the South scores increased 6.537. Being from the Mid-West increased environmentalist thermometer scores by 4.775. Republicans from the Rocky Mountains environmentalist thermometer scores increased 3.293. Holding all other variables constant, the environmentalist thermometer scores of Republicans from the West increase 60.598; this number is represented by the constant. For every year increase in age, environmentalist thermometer scores decreases .075. For every degree category increase in education, environmentalist thermometer scores decreases .631. With every percentage point increase in a states support for Bush, the environmentalist thermometer score increases .020.  With every percentage point increase in the amount of rural land, environmentalist thermometer scores decreases .210.  


Only some of these findings were in keeping with my hypothesis. It was my belief that republicans that lived in the East would be the most likely to support environmental policy. Those who lived in the western half of the United States would be less likely to support these measures. However, there were my hypothesis in regards to age, education, state ideology and urban composition were not confirmed.  


The next set of numbers that we need to look at is the T values and significance of the independent variables. For this data set numbers are as follows: New England had a t value of 2.819,and a significance level of .005. The Mid-Atlantic had a t value of 2.633, and a significance level of .009. The South had a t value of 1.728, and a significance level of .084. The Mid-West had a t value of 1.354, and a significance level of .176. The Rocky Mountains had a t value of .711, and a significance level of .477. Holding all other variables constant, the West has a t value of 5.204, and significance level of .000.  Age had a t value of -1.243, and a significance level of .214. Education had a t value of -.673, and a significance level of .501. State had a t value of .079, and a significance level of .937. Rural had a t value of -1.736, and a significance level of .083.


From this we reject the null with confidence for the variables of New England, Mid-Atlantic, and West. This is somewhat in keeping with my hypothesis. In these three variables we can be confident that there is a connection. However, it is alarming that there is not a stronger connection in more variables. 


The next two numbers that we need to consider are the Multiple R (Pearson’s R) and the R square. In the case of this data set, the Pearson’s R is .178. This number indicates that there is a weak relationship between the independent variables and the dependent variable. The R square tells us that .032% of the variation in the dependent variable can be explained by the independent variables. This is significant because it means that these independent variable account for roughly three percent of the variation in Republican support for the environment. Or in other words, there is something else that is going on that actually explains the variation.

Conclusion


After running multivariable regressions on my two data sets, my hypothesis was only partly confirmed. I found that Republican congressman who live near the Eastern sea board, that are younger, that live in more liberal districts or states, and that represent more urban areas are more likely to support pieces of environmental legislation. However, I was surprised to see that the null could not be rejected for the variable of education. It was reassuring to see that almost half of the dependent variable, support for environmental policy, could be explained by the independent variables. 


On the other hand, I was dismayed that similar results did not occur with the same variables in the second data set. When the survey population was expanded to Republicans in general, the same tendencies found in the first data set were not present in the second. In fact, the null could only be reject for three variables: New England, Mid-Atlantic, and West.  In addition, the independent variables only explain three percent of the dependent variable. Clearly, there is some other factors present in the general Republican population that are not present in the Republican congressional population. The two populations are not reflective of one and other. 


The factors that can be used to predict Republican congressional support for environmental legislation cannot be used to predict support among the general population of Republicans. While my research has isolated roughly half of the factors that influence Republican congressional support, my research does little in predicting support for the general Republican population. 


Further research needs to be done in the areas of both Republican congressional support and the general Republican population. In regards to Republican congressional support, other variables that my contribute to support for environmental legislation are gender, income, and occupation before election to public office. These variables may help account for more of the dependent variable. 


In regards to the general Republican population, other variables need to be considered as well. Gender, income, and occupation also need to be taken into consideration. Clearly there are other factors that are contributing to individual republicans support for the environment. The trick is now to isolate these new variables. We have already established ten variables that have little effect on congressional support. Besides the three new variables, others may have to be included in the next testing of the data. 


My research also has brought to light to disparity between the behavior of average citizens, the general population, and their congressional representation. My research has shown that the factors that motivate behavior in the two groups, in regards to the environment, are not the same. Why are the two populations so different. One of the basic tenets of democracy is the accurate representation of the people that make up the society. However, in regards to the environment, factors that motivate the general Republican population, do not motivate congressional Republicans. More research needs to be done as to why the two populations are not reflective of one another. 


In general my research can be used to help isolate Republican congressman that are more or less likely to support environmental legislation. However, when it comes to the constituents, whom they represent, more research needs to be done in order to explain the factors that contribute to their support of the environment. While, I would like to believe that my research could make the congressional world a better place, the truth of the matter is that more research needs to be done in this area. My research, at most, provides a good starting point for myself and other political scientists to continue to study of Green Elephants: environmental Republicans. In order to make a real difference in environmental policy, more factors that contribute to the likelihood of Republican congressional support need to be isolated. Likewise, research regarding the general Republican populations support for the environment needs to be continued.  Further research needs to be done in this area in order for our predictive capability to increase. Once research has isolated variables that explain support for the environment among the general Republican population, research can begin regarding the disparity between the two populations.


Overall my research is just the beginning of the exploration into the factors that explain the Republican environmentalism. As long as democracy in the United States continues to be dominated by a two party system, there will always be members of the citizenry that display counterintuitive political trends.  Green Elephants, while few in number, are not going extinct any time soon. 
Nationalism as an Impediment to Democratic Reform:  A Comparative Analysis of Iranian and Russian Nationalisms

Grant Stegner and Cory Turner
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Abstract

Conservative forms of nationalism in Iran and Russia are currently impeding democratization efforts.  This paper observes that Iranian and Russian nationalisms contain three similar impediments to democratic reform: 1) both are rooted in “dominance proclivities”; 2) both hinder political pluralism; 3) and both are rooted in conservative ideologies.  In the future, Russian nationalism may present greater impediments to democratization than Iran due to a politically passive and disjointed citizenry.  On the other hand, the Iranian government currently faces opposition from an active and progressive Iranian culture that may begin to reshape conservative Iranian nationalism and consequently spur the creation of new political units.


In crucial respects, comparison reveals most nationalisms as complex balancing acts, attempting to reconcile diverse impulses.  The differences among them are less a matter of stark contrasts than of their precise blend of components.  Nationalism, in this sense, though subject to change, mirrors a society’s past, summing up distinctive features of that society’s position in world history both recent and remote.





- Peter N. Stearns


Although the term nationalism generally refers to a common trend of “advocacy of and popular support for” the interests of a particular nation, this term carries different meanings for different countries; meanings which, as Peter Stearns observes, wholly depend on the “precise blend of components” and the “distinctive features” particular to each country’s “position in world history both recent and remote.”
  Nationalism, as a uniting definition of national culture, is largely dependent on the characteristics unique to a particular country and therefore varies from study to study.  Observation of these differences is both interesting and important, for it illustrates nationalism’s varying affects on particular issues within modern-day society.  This paper will focus on nationalism as an impediment to the implementation of democratic reform, specifically with regards to Iran and Russia.  In order to observe the similarities and differences between each country’s form of nationalism, it is important to first establish a theoretical framework that facilitates a comparative analysis of Iranian and Russian nationalisms. 


After observing the similarities and differences between these nationalisms, it becomes possible to discuss the relationship between forms of nationalism and democratic reform. Because Iranian and Russian nationalisms are similar in a number of different respects, this paper draws particular conclusions regarding nationalism’s relationship with democratic reform: 1) nationalisms rooted in “dominance proclivities” (i.e. aversions toward external influences) are often reluctant to adopt Western ideals regarding democratization; 2) nationalisms that marginalize citizens’ interests or discourage political plurality hinder mobilization among democratic reformers; 3) nationalisms rooted in conservative ideologies, or those reluctant to change, are similarly reluctant to democratize.  By observing nationalism’s affect on democratic reform in Iran and Russia, this paper will remain sensitive to, as Stearns puts it, “the precise blend of components” in each country’s nationalism, as well as their varying modern-day implications.

The Theoretical Framework of Nationalism


In the following passage, scholar Peter N. Stearns demonstrates that “diverse impulses” within different forms of nationalism require a “systematic comparison” grounded in a definite and theoretical framework:


The missing analytical component that is needed to help sort out the qualities of 
particular nationalisms, rather than assuming a vaguely common cluster of 
features or simply reciting the particular events in the emergence of one national 
movement, is an explicitly comparative effort, in which key aspects of nationalism can be 
actively assessed.
  

Therefore, this section provides the necessary “analytical component” for comparing different forms of nationalism.  After demonstrating the origins of nationalism and its formation as a modern political concept, we can observe prominent dichotomies within different forms of nationalism. 

Nationalism in General Terms


The concept of nationalism originated during the Enlightenment in “response to an intellectual and political crisis that accompanied the desacralization of the monarchy and the rise of individualism.”
  In embracing the concept of individualism, the Enlightenment provided a “powerful ideal for those who challenged monarchical authority, but it also threatened to destroy the foundations of social solidarity.”
  With “declining allegiance to sacred authority,” it became necessary for the nation to find a means of achieving societal order while maintaining the “autonomy of the individual.”
  In response to this crisis, Jean-Jacques Rousseau created the concept of nationalism, a theory that encouraged “direct participation by everyone in their own government.”
 As an ideal, Rousseau’s conception of nationalism seemed plausible, however, because nationalism “works with abstractions,” implementation of this concept within actual governments has proven challenging.
  Rousseau himself realized that it was necessary to “create a civic religion in order to shape the people into a national community.”
  In this sense, nationalism began to imply “persuasion, integration, and coercion,” rather than individualism and solidarity.


Because nationalism depends “on a unified government as a national expression” it should be viewed as an “explicit definition of the qualities of a national culture.”
  This common perception of culture within a nation creates a “special consciousness” among citizens, which consequently fosters a convergence of citizens’ loyalty to their country.
  Usually, this cultural unification emanates from either feelings of dissatisfaction regarding issues of social influence, or from citizen anxiety over their nation’s inferiority vis-à-vis other nations.
  It follows that nationalists, in general, attract followers from groups that are losing or seeking to gain social status.
  Therefore, nationalism does not express or reflect a natural, primordial reality, but is instead an unremitting process of social construction, a process of defining “friend” and “enemy.”


As a political movement, nationalism “holds the nation and sovereign nation-state to be crucial indwelling values, and manages to mobilize the political will of the people.”
  An emergence of nationalism consequently spurs the creation of new “political units” which are unusual to a country’s particular history.
  This desire for change is largely shaped by a nation’s culture and the methods it implements to communicate that culture: “Reading the stories of their nations in schools, literature and newspapers, individuals came to identify with public communities that were vastly larger than the local worlds in which they lived their daily lives.”
  As a “highly normative ideology” among citizens, nationalism can have “powerful legitimating effects that can determine the fate of states and their ruling elites.”
  Therefore, nationalism forces ruling elites to “articulate or defend” evolving popular interests.


However, despite the “pressing need to change” existing political and social constructs, nationalism must also support certain traditions rooted in a country’s past.
  Through embracing a “hallowed national history,” nationalism can appeal to “both those who seek change and those who oppose it.”
  However, these “traditions may, of course, be in part invented” by nationalists as a means of uniting otherwise opposing groups.
  As Peter Stearns observes, “nationalism inherently poses a set of questions: what reforms will be seen as essential for national strength and progress, what traditions will be highlighted or concocted, and how will the overall amalgam be presented?”
  Such questions regarding the difficult balance between change and preservation allude to the varying ways in which different nationalisms can be constructed.  Traditions within different countries may be rooted in areas such as religion or political ideology.  Yet, because the “origins of most nations are shrouded in obscurity or symbolized by semi-mythical figures,” nationalists are able to utilize obscurity (i.e. religious fanaticism and historical figures) within their nation’s past as a means of portraying their country “as an object of reverence.”

Dichotomies of Nationalism



Because the dynamic process of identity formation within a nation largely depends on “various dichotomies that define the nation in terms of its differences from other places or people,” the meanings of nationalism in different countries typically vary.
  Observing the dichotomies between different forms of nationalism at the theoretical level allows for the creation of a framework of analysis; a comparative tool that dissects the characteristics of nationalism.


For instance, some forms of nationalism have more “cultural referents than others and move less quickly to demand political expression in a single, nation state.”
  Likewise, nationalisms can vary along the spectrum of “liberal versus dominance proclivities.”
  Liberal nationalists typically insist on the “importance of national particularities” and generally seek freedom for all nationalities, not merely their own.
  On the other end of the spectrum, many dominant nationalists hold the common belief that their own nation is not only distinctive, but also superior.
  Similarly, depending on how nationalist leaders choose to define a “coherent culture,” there is a “diversity of nationalist impulses toward the treatment of internal minorities.”
  Inclusive forms of nationalism typically seek to embrace internal minorities by including them in the national arena, either through an outgrowth of liberal generosity or by building a seamless, largely populated nation.
  Discriminatory forms of nationalism, on the other hand, “insist on the otherness of certain internal minorities, using this target to weld the national majority even more tightly together.”
  Yet, this aversion towards otherness can be expressed as either internal (i.e. ethnic minorities) or external (i.e. anti-imperialism).
  Furthermore, the dichotomy of internal vs. external aversions is an effective analytic tool because it can often determine the extent of a nation’s liberalness.  Likewise, Ghia Nodia asserts that the mistreatment of ethnic minorities – an internal aversion – is the main reason that nationalism is often said to be “inherently illiberal.”
  Nodia further contends that nationalists with external aversions typically blame “current or former imperial power[s]” for imposing their unwelcome will.


These differences often form a “persistent criterion for comparing nationalism and also for charting shifts” in political tilt.
  Historically speaking, nationalism is most often a creation of the left as a challenge to the existing conservative order.  While this bond between personal and national freedom long confirmed nationalism’s ties to the left, the twentieth century illustrated “the first clear conversion of conservatives to the nationalist cause.”
  Because nationalism attracts groups of people whose self-interest inclines them to protest the established order, nationalism becomes “increasingly attractive to politicians bent on affirming existing political institutions.”

Historical Context of Nationalism


This section utilizes the theoretical framework established above to observe Iranian and Russian nationalisms.  Upon separately characterizing each country’s form of nationalism, this section will comparatively discuss their similarities and differences.
The Historical Context of Nationalism in Iran


The following section focuses on Iranian nationalism in a historical context, specifically with regards to the literal and ideological transitions between Pahlavi rule (1921-1979) and Ayatollah Ruhollah Khomeini’s rule (1979-1989); a regime shift commonly referred to as the Islamic Revolution of 1979.
  Through historical analysis of Iranian nationalism, this section will assert that the shift in nationalistic ideology, resulting from the overthrow of the shah, produced a distinctive nationalism rooted in a “new revolutionary and authentic Muslim culture” vehemently opposed to Western cultural imperialism.
  Additionally, this section will contend – using the previously defined theoretical framework – that Iranian nationalism under Khomeini rule was characterized by “dominance proclivities,” aversion towards internal otherness (i.e. women), aversion towards external otherness (i.e. Western imperialism or Westernization), and finally inclinations toward conservatism.  However, it is necessary to first illustrate the emergence of cultural nationalism following the Islamic Revolution in order to later analyze the development of political nationalism under the Khomeini regime.



While nationalism can generally be viewed as an “explicit definition of the qualities of a national culture,” Nahid Yeganeh asserts that the Islamic Revolution was founded in a cultural nationalism linked with the “adoption of Islamic ideology by the revolutionary leadership.”
  In other words, the Islamic Revolution emphasized cultural independence by establishing an indigenous and authentic Islamic model.  Khomeini’s attempts to establish a cultural nationalism were aided by his denouncement of cultural imperialism, which symbolically implemented a unique Iranian culture and nationality.  Here, Khomeini’s pursuit of a distinctively Islamic culture and nation, compounded with his belief that Islamic nationalism was superior to Western culture, illustrates his role as a “dominant” nationalist.  Similarly, in terms of Iran’s nationalistic ideology, the shift from Pahlavi rule to Khomeini rule can be represented by the development of a “special consciousness” among the citizens, which emanated from their dissatisfaction regarding their social influence.  Towards the end of Pahlavi rule, the government was coercively stifling the views of independent newspapers, creating widespread resentment among professional associations, the intelligentsia, and the clergy.  Consequently, the Pahlavi regime’s repression of individual’s rights and restriction of the collective Iranian voice left much of civil society intellectually and culturally suffocated.


Widespread dissatisfaction with the political units of the Pahlavi regime allowed Khomeini and his revolutionary supporters to pursue a new, independent culture that included many underrepresented groups.  Peter Stearns acknowledges this process by asserting that “cultural definitions had [sic] to precede claims of political definition [emphasis added].”
  Similarly, Nahid Yeganeh contends that the Islamic Republic, to an extent, gave women a false sense of opportunity, belonging, and self-worth as evidenced by women’s lack of participation in political spheres, their subservient role in the family, and their lack of individual rights.
  Khomeini’s aversion towards women’s social, cultural, and political rights may have emanated from his aversion towards internal otherness.  In an Iranian-state thoroughly dominated by men, women are treated as a political minority, and viewed both psychologically and through Islamic law as subordinate and inherently inferior. 


Moving back to the development of cultural nationalism in post-Islamic Revolution Iran, it is necessary to follow the emergence and progression of Islam as the foundation of Iranian culture.  Peter Stearns contends that despite the “pressing need to change” previous political and social constructs (i.e. those of the Pahlavi era), nationalism must also “support certain traditions” rooted in a country’s past.
  Furthermore, Stearns argues that “Arab nationalists always faced the issue of Islam as a source of tradition; few sought to oppose this clearly distinctive badge of culture and history.”
  Yet, Nahid Yeganeh would perhaps argue that Khomeini’s regime was “far from returning to traditional Islam.”
  However, it is important to note that “traditions may, of course, be in part invented,” through nationalism’s process of defining culture.
  



Khomeini’s cultural nationalism evolved into “a new alliance between Islam and nationalism which became the cornerstone of the Islamic Republic.”
  The rise of the Islamic movement was largely due to the “fragile foundation of secularism” and the precarious secular-democratic institutions that characterized the Pahlavi regime.
  Because Khomeini’s Islamic fundamentalism – “Shi’i populism” – was rooted in a conservative ideology, the rise of Islamic nationalism can be viewed as a “conversion of conservatives to the nationalist cause.”
  This conservative ideology can be defined as “religious dogmatism, intellectual inflexibility and purity, political traditionalism, social conservatism, rejection of the modern world, and the literal interpretation of scriptural texts.”
  Similarly, Khomeini’s “rejection of the modern world” and his articulation of resentments against the United States emanated from his aversion towards the external otherness of modern Western cultures and political structures.  Additionally, promoting a connection between nationalism and Islam was viable under the Khomeini administration for two primary reasons.  First, “the generation of the 1960s and 1970s had an ever-lengthening list of reasons for detesting the Shah,” and second, Shiism – the most popular form of Islam in Iran – was the only cultural aspect that survived the political terror of the Pahlavi state.
  Ali Mirsepassi-Ashtiani describes the ideological shift from the Pahlavi regime to the Khomeini regime as a “shift in the Iranian intellectual paradigm from secular modernist to Islamic romanticist.”
  Furthermore, Ashtiani argues that Islamic nationalism was viable because, “in an of age republicanism, radicalism, and nationalism, the Pahlavis appeared in the eyes of the intelligentsia to favor, monarchism, conservatism, and Western imperialism.”
  However, a counter-argument to the notion that the Pahlavi regime was more conservative than Khomeini’s regime could assert that Khomeini’s Islamic nationalism was – though perhaps not overtly – grounded in a static, fundamentalist, and conservative interpretation of Islam.  Thus, aspects of the Iranian state became interdependent.  Because Islamic nationalism under Khomeini permeated the cultural, social, and political spheres in Iran, there could not be a “separation of religion from other aspects of life in Islam.”
  Ashtiani’s assertion that “there was an attempt to support Islam as a total way of life” can be supported by Islamic principles presented in both the Revolutionary Constitution, and in the modern-day social hierarchy of Iran as constructed through interpretations of the Koran.


Subsequently, the emergence of cultural and Islamic nationalism in Iran fostered a creation of new “political units” that were unusual to the country’s history: 

The development of Islamic nationalism in the 1970s as a revolutionary discourse facilitated the emergence of the Islamic Republic.  After the consolidation of the Islamic Republic into an Islamic theocracy, nationalism as a mobilizing force was politically marginalized.  The state achieved this marginalization by representing nationalism as 
synonymous with anti-imperialism on the one hand, and replacing nationalism with Islam as the main mass mobilization force, on the other.
 

Above, Yeganeh argues that Khomeini’s Islamic nationalism, entrenched in anti-imperial ideology, produced a marginalized “political unit” in Iran.
  Similarly, certain political groups were politically marginalized as political power shifted to the hands of unelected clerics.  Khomeini legitimized Iranian nationalism as an “Islamic theocracy” by injecting a radically new meaning into the old Shi’i term velayat-e faqih, or “jurist’s guardianship.”
  Khomeini asserted that “jurist’s guardianship” gave the senior clergy an “all-encompassing authority over the whole community…he insisted that only the senior clerics had the sole competence to understand the shari’a…He further insisted that the clergy were the people’s true representatives, since they lived among them, listened to their problems, and shared their everyday joys and pains.”
  Khomeini’s redefinition of “jurist’s guardianship” combined with the Revolutionary Constitution granted profound political power to the clerics and further fostered an Islamic nationalism that would later hinder reformist efforts.  For example, this political marginalization became apparent during Mohammad Khatami’s presidency as “the state rested on two unequal pillars: one clerical, the other republican.”
  Much of this political marginalization resulted from the Revolutionary Constitution of 1979, which granted political primacy to the unelected Supreme Leader, Guardian Council, and Expediency Council.  In other words, President Khatami’s political power was extremely marginalized, leaving him inable to carry out his reform agenda.
  Therefore, Khomeini’s Islamic nationalism greatly constrained future attempts among reformers to democratize Iran.  Likewise, Khomeini’s illiberal, un-democratic, and conservative nationalism solidified a future of autocratic, repressive Iranian regimes.

The Historical Context of Nationalism in Russia
 


The following section will define nationalism in modern day Russia by analyzing the historical context in which it has arisen, specifically with regards to the transition of power upon the collapse of the Soviet Union.  This section will assert that the nationalism that emerged during the collapse of the Soviet Union was largely an elite driven attempt to achieve political and economic stability.  Given the considerable lack of stability within the political and economic realms of Soviet society, there was an impending need to change existing political and social constructs.  This necessity for change was first realized by President Gorbachev, as he enacted a transition path of perestroika and glasnost.
  This transition path, however, embraced liberalization over democratization, and “eroded the party-state’s ideological, coercive, and economic control capacities.”
  Therefore, this conservative nationalism was a half realized effort to achieve democratization.  The fact that this conservative nationalism is still present within modern-day Russia reflects that Russian society has neither forgotten its nation’s past as a leading communist superpower, nor has it become fully acclimated to democracy as form of government.  Despite Boris Yeltsin’s claims of intending to democratically consolidate Russia upon assuming the presidency, Russia never fully devoted itself to the prospect of democratic consolidation.


The conservative nationalism that developed under President Yeltsin similarly characterizes modern-day Russia.  While claiming to desire democracy, President Putin has further centralized the executive branch in recent years, moving the Russian state away from a democracy and closer to an authoritarian regime.  Yet, this conservative ideology among Russian political elites has also prevented a full dictatorship within Russia, as most elites are unwilling to appear overly authoritarian, in fear of breaking economic ties with the United States.  Russia’s conservative nationalism has largely resulted from three main factors: 1) Russia’s history as a leading super power and opponent of the United States hinders cultural willingness to fully accept Western ideals regarding democratization; 2) elites have diminished pluralism and competition within Russian society because they lack trust in the Russian citizenry; and 3) economic dependence on the United States requires that elites maintain an awkward common ground, somewhere in-between democracy and authoritarianism.  Furthermore, this nationalism is characterized by “dominance proclivities”: aversions toward external influences (i.e. Westernization), a lack of cohesion over the definition of a national culture, and an insistence on the otherness of certain internal minorities. 


In his argument regarding the origins of nationalism, Lloyd Kramer contends that individuals illustrate a desire for change through attempts to communicate a common culture (i.e. literature, newspapers, etc.).  President Gorbachev attempted to achieve such cohesion through rhetoric that was simultaneously patriotic and critical of Russia’s past.  For example, he began his famous book, Perestroika, with claims that “the country was verging on crisis,” as a result of slow economic growth and eroding ideological and moral values.
  Thus, Gorbachev encouraged “servility” and argued that “Perestroika is our urgent necessity.”
  As Peter Stearns explains, however, nationalism must always “support certain traditions rooted in a country’s past”; therefore, Gorbachev carefully balanced these criticisms with patriotic rhetoric that glamorized the Soviet legacy: “The USSR represents a truly unique example in the history of human civilizations.  These are the fruits of the nationality policy launched by Lenin…The Revolution and socialism 
have done away with national oppression and inequality, and ensured economic, intellectual and cultural progress for all nations and nationalities.”
  Here, Gorbachev clearly incorporates the Soviet legacy into Russia’s nationalist ideology.  This Soviet nostalgia has guided modern-day Russia’s political ideology away from democratic principles.  A survey in June 2005 confirmed that most young Russians attribute the occurrence of street protests against the Kremlin to “interference by foreign intelligence agencies.”
  Likewise, the study illustrates an “ambivalent commitment to democracy,” as forty percent believe that the “ideal government should be democratic but should also retain some elements of authoritarian rule.”
  These statistics reveal Russian citizens’ nostalgia, as well as their particular misgivings with pure democracy as a form of government.  Therefore, it seems that many Russians are “anxious to see a mighty nationalistic state respected and feared by the West.”
 


  This ambivalence of political ideology – alleging democratic principles yet maintaining a decidedly anti-western nationalism – directly stems from Boris Yeltsin’s presidency.  Yeltsin’s attempts to reform the Russian government were largely ineffective as a result of the implementation of ambivalent principles.  Herrera claims that the ultimate failure of Yeltsin’s economic reform programs resulted from a “fundamental misunderstanding” of the relationship between political and economic issues “in the context of a weak Russian state.”
  Furthermore, this “misunderstanding” consequently prevented the establishment of the “institutions necessary for supporting a market economy.”
  The Yeltsin administration was under the impression that the process of economic reform would naturally create these democratic institutions.  Reformers, therefore, supported “destatization,” calling for policies designed to prevent the construction of state institutions.
  In privileging “economic restructuring over democratic state restructuring,” Yeltsin “further weakened an already weak state,” thus resulting in a “mutual delegitimation” of the braches of government.


Herrera refers to Yeltsin’s unwillingness to construct the necessary institutions as a “misunderstanding,” yet there is considerable evidence that Yeltsin understood the situation quite well, and rather purposely chose to limit the degree of democratization within Russia.
  The previously established theoretical framework stated that an emergence of nationalism consequently spurs the creation of new political units that are unusual to a country’s particular history.  Similarly, Yeltsin argued for a “preponderant Russian state that would eclipse the Soviet regime.”
  Additionally, Yeltsin hindered the democratization of Russia by choosing to limit the construction of democratic institutions.  This aversion towards Westernization, or democratization, categorizes Yeltsin’s nationalism as dominant rather than liberal.  Because of Russia’s distinct past, Yeltsin chose to refrain from implementing full democratization, a choice that may reflect the nationalistic belief that Russia is not only distinctive, but also superior. 


Russian elites also insisted on the otherness of popular interests that differed from their own, therefore excluding a large portion of the population.  These internal aversions have been particularly, and increasingly, prevalent thus far in Putin’s presidency.  In order to consolidate Yeltsin’s weak and ineffective government, Putin has further repressed the internal influence of opposing views.  Because this stands in stark contrast to the liberal conception of nationalism, which embraces internal minorities in an attempt to achieve national cohesion, this form of nationalism should be categorized as discriminatory.  As a result, Russia is neither a democracy, nor an authoritarian regime, but most easily characterized as a “monarchy on the basis of mass consent.”
  The result is a government that contains many authoritarian features and embraces “bureaucratic structures and methods that are crowding out much of what might otherwise be the realm of political activity.”
  This lack of political pluralism illustrates that Russian elites intend to maintain a sense of conservatism, and that they do not fully trust the Russian citizenry to uphold this intention.

Comparing Iranian and Russian Nationalism in a Historical Context

After analyzing both Iranian and Russian nationalisms in a historical context through the previously established theoretical framework, it appears that there are significant similarities between these two nationalisms, yet there are also significant differences.  First, both forms of nationalism emerged during periods of ideological and political transition.  While Russian elites promoted a conservative form of nationalism that prevented a complete ideological shift towards democracy, Khomeini’s “attempt to present Islam as a total way of life” illustrates that Iran’s ideological shift was far more extreme.
  Second, using the previously established theoretical framework, both Iran and Russia can be characterized as having external aversions toward Western culture and political systems.  However, this aversion towards Westernization is demonstrated more overtly in Iran than in Russia, as witnessed in Ruhollah Khomeini’s denouncement of the United States as the “Great Satan.”
  In Russia, however, the aversion towards Western influence is far less explicit, but illustrated through an unwillingness among elites to adhere to Western ideals regarding democracy.  Additionally, both forms of nationalism are characterized by aversions toward internal otherness.  In Iran, Islamic nationalism holds explicit internal aversions toward women, as observed in the repression of female participation in the country’s political and social spheres.  Likewise, Russia’s conservative nationalism holds explicit internal aversions toward those members of the population who maintain different ideological views than the elite.  Third, following these formations of nationalism in Iran and Russia, both leaders acted as dominant nationalists.
  In Iran, Khomeini’s pursuit of a distinctive culture rooted in fundamentalist Shiism and rejection Westernization illustrate extensive inclinations towards “dominance proclivities.”  Similarly, Russia’s dominant nationalism rejects notions of a consolidated democracy.  While a “new revolutionary and authentic Muslim culture” propagated Iranian nationalism, Russian nationalism was an elite driven attempt to achieve economic and political stability.
 

Modern-Day Implications


Upon discussing the implications of nationalism in both Iran and Russia, particularly with regards to its effects on democratic reform, this section will provide a comparative analysis of the varying implications for each country’s form of nationalism.

Islamic Nationalism in Modern-Day Iran

 
As shown in the previous analysis of Iranian nationalism in a historical context, the Islamic nationalism that emerged as a result of the Islamic Revolution is still present in modern-day Iran.  Likewise, the conditions of the theoretical framework that defined Iranian nationalism under Khomeini are also apparent in modern-day Iran: a dominant nationalism grounded in Islam, aversion towards internal otherness (i.e. women), aversion towards external otherness (i.e. Westernization), inclinations towards conservatism (i.e. the constitution as an impediment to democratic reform), and political marginalization.  The following section will examine the consequences of these aspects of Islamic nationalism and determine the extent to which they hinder political pluralism and the reformation of women’s rights.


The political marginalization that resulted from Khomeini’s Islamic nationalism currently hinders political pluralism in Iran.  Similarly, the clerics and the Guardian Council, which hindered the “reformist” efforts of former President Mohammad Khatami, still maintain political primacy and veto power.  Mehrangiz Kar asserts that the most profound institutional impediment to both political pluralism and democratization is the Revolutionary Constitution of the Islamic Republic: the “ultimate institutional determinant of contemporary Iranian politics.”
  It is important to note that the Revolutionary Constitution was a product of Islamic nationalism and rule of law that developed under Khomeini’s regime.  Likewise, the Iranian constitution, which is “quite clearly not conducive to liberal-democratic reform,” demonstrates the ramifications of Islamic nationalism in modern-day Iran.


Moreover, the Iranian Constitution hamstrings the legislative productivity of existing political pluralism in the Majlis.  The constitution determines that the Majlis is inferior to the authority of two other superior organs: the Guardian Council and the Expediency Council.
  Consequently, the Guardian Council has impeded nearly “every single reform law that the Majlis has passed over the last two years.”
  Furthermore, because the Guardian and Expediency councils, as appointed by the Supreme Leader, maintain the power to remove Majlis candidates and validate election results, the election process is largely undemocratic.
  These corrupt processes result in extreme political marginalization, with minimal distinction between appointed and elected bodies.  For example, clerics disqualified forty-four percent of the prospective candidates in the last parliamentary elections, which proved to be a substantial factor in the failure of the reformist movement. 


Consequently, it may be argued that there is no future for reformist participation in the government, much less a future for democratization under the current institutional and constitutional constraints.  Likewise, Kar argues: “one would have to be idealistic to the point of naivety to think that genuine democratization will come simply by a continuation of the current process.  The obstacles in the Constitution and legal framework of Iran are simply too profound.”
  However, it seems that Kar may be overlooking the notion that the Iranian government, to some extent, will have to answer to its citizens.  Hashem Aghajari, a historian at Tehran’s Tarbiat Modares University, provides a valid counter-argument to Kar’s assertion.  Aghajari asserts that because “hard-liners” now hold complete control of the government, they are no longer able to blame the reformists for Iran’s shaky economy.
  Furthermore, he argues that recently elected President Mahmoud Ahmadinejad will soon have to face an angry and disappointed populace, as the seventeen million Iranians that voted for Ahmadinejad will shortly confront his inability to fulfill promised economic changes.
  Already, Ahmadinejad has answered the requests of his constituency by setting aside more than a billion dollars in grants for newlyweds.
  Even Aghajari, a persecuted dissident, seems optimistic: “The people of Iran should experience this period so that things go better in the future.  If the people hadn’t experienced theocracy, they would still be waiting for it.  But now that we have experienced theocracy, there is no future for it here.”
  Still, less institutionalized aspects of society, such as the rules of public discourse established by the clerics, hinder political pluralism.  Laura Secor argues that these explicit rules are both “fixed and unforgiving: you cannot criticize the Supreme Leader, the clergy, or the judiciary.  The government frequently circulates a list of specific ‘red-lined,’ or forbidden, subjects to the country’s media.”
  For example, Human Rights Watch researchers recently reported that “bloggers” in Iran are being beaten, tortured, stripped, and sexually taunted during interrogations.
  This lack of freedom within public discourse results in extensive democratic deficits.  Aghajari describes the suppression of free speech in Iran, saying, “They may take me to prison.  I’m ready for that.  In this society, we have no freedom to speak or to write.  This is a prison, too.”


Currently, the media is fully controlled by governmental regulation or coercion, specifically by the chief prosecutor of Tehran’s judiciary, Saeed Mortazavi: “the butcher of the press.”
  Mortazavi recently shut down dozens of newspapers, jailed numerous journalists, and participated in the conspiracy and murder of Zahra Kazemi, a female journalist accused of espionage.  She had been caught taking pictures outside a prison in Tehran.  Mortazavi was never disciplined, and only one newspaper printed the story.  Mortazavi forced the Iranian media to ignore the story by threatening to shut down all newspapers that reported it.  These explicit governmental regulations of the media withstood the reformist efforts of former President Khatami, as well as attempts by reformist legislators to foster political pluralism.  Thus, it appears that the Islamic nationalism that emerged during Khomeini’s rule has hindered political pluralism and democratization efforts in modern-day Iran by marginalizing any cultural, social, or political opposition to the Iranian regime.   

However, the Islamic nationalism that developed under Khomeini not only has negative implications for political pluralism in modern-day Iran, but also greatly represses the status of women.  As Kramer asserts that “the dynamic of modern nationalisms was [sic] built upon the ideal of manliness,” it appears that the consonance between manliness and nationalism results from a historical, internal aversion towards women.
  In other words, Iranian nationalism places men atop the social and political hierarchy as a means of rectifying historical aversions toward women.  Furthermore, while nationalism “puts forward a feminine ideal…it was [sic] largely passive,” distinguishing females as subordinate in relation to male authority.
 


The Family Protection Law of 1967 and a new civil, Islamic code gave overpowering social privileges to men in matters of marriage, divorce, and parental authority.
  Consequently, following the Islamic Revolution in 1979, the civil code was increasingly associated with Islamic principles of male domination, and thus became more stringently enforced.  Similarly, Azam Taliqani, a modern-day Iranian activist, argues that “poverty and polygamy are the only things that poor women have obtained from the revolution.”
  However, despite pro-life traditions within Iran, the government allowed the use of birth control among women in 1988.  Yet, such concessions are few and far between, and often used to mitigate burgeoning criticism from female reformists.  For example, in 1988, the Social and Cultural Council of Women was supposedly established to detect “problems and shortcomings and to propose solutions to ameliorate women’s status and their economic, social, cultural and political role.”
  While Azadeh Kian argues that this committee “was tightly linked to broader transformations” with regards to women’s rights, it appears that this committee was merely a means of deceptively silencing female critics.
  Likewise, during the Islamic Revolution, Khomeini gave women a false sense of opportunity, belonging, and self-worth.  In attempting to appeal to those “who feel the least respected,” Khomeini integrated uplifting principles of Islam into Iranian nationalism.  Furthermore, Khomeini’s misleading rhetoric not only hindered the progression of women’s rights during his era, but also projected ramifications for modern-day women’s rights in Iran.


Subsequently, while female deputies in the current Majlis are “far more vocal, courageous, and determined than their predecessors,” the constitutional constraints and the political primacy of the Supreme Leader and Guardian Council have impeded the majority of reformist legislation regarding women’s rights.
  For example, the Guardian Council nullified the fifth Majlis elections of two women in Isfahan and Malayir “for no valid reason”
  Clerical corruption developed during the Islamic Revolution when clerics became the most powerful figures in the social and political spheres of Iran.  Consequently, because most clerics in Iran are interested in maintaining their power, the Guardian Council ignores any reform initiative that threatens the status quo.


Many Iranian intellectuals and media sources maintain that inequality between men and women “is not initiated by the Qur’ân [Koran], but rather by the interpretations of religious authorities of the divine laws.”
  Likewise, it is widely viewed among more liberal Iranians that patriarchal social order in Muslim societies “has an ironic character, since it cannot be accounted for in scriptural terms.”
  Yet, the Iranian government ignores these convictions.  Still, Kian argues that “The Islamic state has thus no other choice but to accommodate the participatory aspirations of moderate and modernist women whose partaking in politics will undoubtedly implement democratic change in the political system.”
  In asserting that “the Islamic state has thus no other choice” but to “accommodate” the aspirations of women, Kian seems overly optimistic.
  Kian presents abundant examples of religious, social, and political barriers to the progression of women’s rights, which contradict her optimism, and illustrate that the Islamic state can neglect to accommodate the women of Iran.
  Kian not only notes minimal female membership in the Majlis and their lack of efficacy, but also cites secular women’s hindered access to the political sphere.
 


Consequently, the subordination of women’s rights in Iran is one of the country’s most prominent impediments to democratization.  Many scholars of Muslim states, such as Steven Fish, have pointed to the subordination of women as a factor that contributes to the democratic deficit in Muslim societies.
 As illustrated in Table 1, Steven Fish claims that Muslim countries are democratic underachievers.

Table 1

	Variable 
	Muslim Countries 
	Non-Muslim Countries

	Freedom House “Freedom rating” from 1991-1992 to 2000-2001 (7=most free, 1=least free
	2.61
	4.74

	Freedom House “Polity score” from 1991 to 1998 (10=most democratic, -10=most autocratic)
	-3.11
	4.86


Source: “Islam and Authoritarianism” by Steven Fish 

To make a connection between Islam and authoritarianism, Fish observes that Muslim societies are distinct in their treatment of females.  He mentions that there is an “unusual degree of subordination of women in Muslim societies” and various forms of “lifelong discrimination against girls and women – particularly inferior nutrition and health care early in life and during childbearing years as well as…sex-selective abortions or infanticide.”
  In observing authoritarian tendencies within Islamic societies, Fish reinforces this paper’s argument that the Islamic nationalism that developed under Khomeini is impeding democratization efforts in modern-day Iran.  

Conservative Nationalism in Modern-Day Russia


As proven in the previous section, nationalism in modern day Russia is based in conservatism and characterized by both dominant and discriminatory proclivities.  In demonstrating aversions toward Western democratic influences and inner pluralism, Russian nationalism hinders reformists’ democratization efforts.  Likewise, these aversions toward popular interests have caused much of the population to become politically apathetic.


Putin’s authoritarian reforms have diminished the Russian government’s potential for achieving democracy.  Moreover, Putin has “decisively turned his back on the liberal side of Yeltsin’s legacy and opted for a made-over authoritarianism.”
  President Yeltsin was a “genuinely torn figure, poised uneasily between his roots in the old Soviet era and a desire – often acted upon – to break with them, supporting such things as press freedom, open public debate, and political pluralism.”
 Though Yeltsin’s political ideology oscillated between progressive and conservative inclinations, overall, his policies were more democratic than those of the Putin administration.  Furthermore, despite growths in economic prosperity, Putin has compromised Russia’s past democratic principles, moving the state towards authoritarianism.  This refutes Ghia Nodia’s claim that “Putin may be building a new-model of Russian nationalism that is friendlier to Western-style institutions.”
  Likewise, Nodia claims that the potential for democratic reform under Yeltsin greatly suffered as a result of the “smoldering tension between democracy and nationalism” that “undermined the popular legitimacy of democratic market reforms.”
  Here, Nodia suggests that Putin has increased the potential for “legitimate” democratic reform by uniting “greater popular support.”
  This, however, ignores the undemocratic measures utilized by the Putin administration in order to achieve this cohesion.  Putin has achieved greater popular support by creating a decidedly “less liberal” form of democracy that diminishes political pluralism.  As discussed in the historical section, this lack of political pluralism is primarily due to the increased centralization of the executive, as well as the Kremlin’s control over the media.


Russia’s current government is neither a full democracy nor an authoritarian regime, but a “monarchy on the basis of mass consent.”
  Similarly, Putin has increased political aversions toward inner-influences in order to increase stability within the Russian state.  For example, the Kremlin’s control and censorship of the independent media has hindered the opposing parties’ ability to challenge Putin’s administration.  In 1996, Michael McFaul wrote of a recent election: “In historical perspective, the conduct of this election must be seen as a positive step toward democratic consolidation.”
  This comment, however, illustrates the degree to which the situation has worsened, as recent elections have moved the Russian state further from democratic consolidation.  For example, in recent elections government controlled TV stations “blatantly ignored the law that requires equal media coverage for all candidates”
  Consequently, election opportunities for opposing candidates and parties have significantly decreased.  As Valerie Bunce observes, pure democracy is largely dependent on unrestricted pluralism, and therefore “more voices are preferable to fewer.”
  


Furthermore, Putin’s attempts to “fully subordinate the whole structure of power to his will alone” are undemocratic and unrepresentative of the Russian people.
  Michael McFaul and Nikolai Petrov have attempted to defend Putin’s policies by claiming that “Russian society seems content with the current quasi-democratic, quasi-autocratic order,” and that “Russians are too exhausted, from decades of turmoil, to fight for better democracy.”
  There is significant evidence, however, that these assertions falsely portray the Russian citizenry.  For example, Dmitry Shlapentokh argues that Russians citizens are not “too exhausted” to fight for a “better democracy,” but rather have “a general sense of passivity about all matters.”
  Furthermore, this passivity stems directly from the fact that most citizens detect only minimal differences between candidates, and therefore generally view voting as unimportant.  This passivity within Russia’s population could hinder Russia’s future for democratic consolidation.


While Putin’s decidedly conservative ideology has achieved economic prosperity uncharacteristic to Russia’s recent past, Russia’s future may contain a serious lack of stability.  The current administration has the appearance of stability and seems free from any “acute conflict or crisis,” yet “the basis of this putative stability may by far from firm” for there is “no common ideology uniting Russia.”
  It seems that Putin maintains these authoritarian measures because he “lacks the sense that there are any alternatives,” he “fears of upsetting the status quo,” and he is unwilling “to think seriously about the future.”
  Therefore, through rejecting Western ideals regarding full democracy, this conservative nationalism, as an attempt to maintain stability, ironically poses a serious threat for future stability in Russia.

Comparing Modern-Day Implications of Nationalism in Iran and Russia


As nationalism in modern-day Iran and Russia emanates from a transitional period – the Islamic Revolution in Iran and the collapse of the Soviet Union in Russia – it seems that there are many similarities between each country’s forms of nationalism.  Yet, as the following comparative analysis will illustrate, the particular implications of nationalism in each country are somewhat dissimilar.  These differing implications, however, are not due to disparate characteristics of nationalism, but rather to the extent which each country upholds similar characteristics.  For example, while both Iranian and Russian nationalisms are based in dominance proclivities, particularly in their aversion towards Western democratic ideology, it is important to note that Iranian elites are far more radical in their aversions toward external influences.  While the modern-day implications for each country’s nationalism are not perfectly similar, juxtaposition of the two cases will illustrate their differences.


Historically, Iranian and Russian aversions toward Western influence have been similar, and still are today.  Yet, to some extent, these aversions are expressed quite differently.  In explicitly stating its aversion towards Western influence, Iran illustrates its unwillingness to cooperate with the United States and United Nations concerning its nuclear power program.  On the other hand, because Russian elites desire a stable and conservative political system, they are reluctant to adopt ideals of Western democratization.  Next, it appears that in both Iran and Russia, a significant portion of the citizenry is politically disillusioned and politically passive.  In Russia, citizens are infused with “a general sense of passivity about all matters,” especially those political.  In the previous Iranian presidential election, student-led opposition groups staged election boycott’s, stating, “We aren’t interested in seeing who will be President. We are just interested in constructing democracy.”
  By refusing to vote as a symbol of dissent against Iran’s authoritarian regime, younger generations of Iranians are hindering the process of democratization.  Similarly, the only way to loosen institutional constraints in Iran is to subvert the system from within by electing more and more reformist government officials.  Likewise, in Russia, democratic reforms become less viable as reformers and liberal-minded citizens become less active in the political system.  Therefore, while Russia appears to be more politically passive than Iran, passivity is impeding democratization in both countries.


The implications for limited political pluralism in Iran and Russia, while emanating from different sources, are distinctly similar.  Likewise, a monopoly of power characterizes the political systems of both countries: Iran’s political system is rooted in the primacy of the clerics, while Russia’s political system is based in the centralization of Putin’s administration.  Therefore, both Iranian and Russian nationalisms pursue extreme policies in order to achieve their forms of conservative nationalism.  While, Iran represses the media through coercion and violence, Russia represses the media through a corrupt rule of law.  Furthermore, both Iran and Russia attempt to reinforce the political, social, and cultural status quo through their aversions toward internal otherness.  Though the Iranian and Russian governments target different demographics, their targets are both “internal,” and their aversions illustrate significant democratic deficits.  Here, it must be noted that modern-day Iran has more extensive and profound institutional impediments – the Iranian Constitution and the composition of its hierarchical and Islamic-based government – to democratization than modern-day Russia. Table 2 summarizes the modern-day implications of Iranian and Russian nationalisms.

Table 2
	Characteristics of Iranian and Russian Nationalism
	Iran
	Russia

	“Dominance Proclivities” and Aversion to Western Ideals
	More Explicitly Stated
	Less Explicitly Stated

	Political Passivity Among Citizens 
	Less Politically Passive
	More Politically Passive

	Conservative Nationalism
	Less Conservative
	More Conservative

	Lack of Political Pluralism
	Produced by Constitution and the Primacy of the Clerics
	Produced by Putin’s Control of the Media and the Lack of Mobilization Among Opposition Parties

	Aversion Towards Internal Otherness 
	More Oppressive
	Less Oppressive

	Institutional Impediments to Democratization 
	More Constraining 
	Less Constraining


Concluding Statements


As we have seen, particular forms of nationalism present impediments to democratic reform.  In observing the cases of Iran and Russia, the following characteristics of nationalism impede democratization: 1) “dominance proclivities”; 2) aversions toward external, and/or internal otherness; and 3) conservative ideologies.  Because Iranian and Russian nationalisms encompass all three characteristics, each country’s form of nationalism, to varying degrees, hinders political mobilization among democratic reformers.  While, presently, it is clear that Iranian and Russian nationalisms are impeding democratization, it is unclear what will occur in each country’s future.  However, historical observations of nationalism, both its emergence and tendencies, allow for some speculation.  As stated earlier, Iran’s institutional impediments to democratization, emanating from its constitution and the political primacy of the conservative clerics, are more stringent and vast than those of Russia.  However, the Iranian government currently faces more dissent from a society that increasingly desires political activism and social progression.  Subsequently, because nationalism adapts to the “qualities of a national culture,” this prevalent dissatisfaction within Iranian society and culture may foster an evolving and potentially more progressive form of Iranian nationalism.
  In other words, as the Iranian culture becomes increasingly progressive, the ruling elites will be forced to “articulate or defend” these popular interests, consequently reshaping Iranian nationalism.
  Furthermore, the emergence of a newly evolved Iranian nationalism may spur the creation of new “political units” that are less authoritarian.
  By contrast, the Russian citizenry is politically passive and democratic reformers are less united in challenging the ideologically conservative government.  Therefore, because there is “no common ideology uniting” Russian culture, the potential for a new and progressive nationalism seems less likely.  Similarly, the passivity of Russian citizens allows the ruling elites to maintain Russia’s conservative nationalism, rather than creating more progressive “political units.”
  This assumes that new forms of nationalism often provide the building ground for political change.  Yet, these new forms of nationalism require a non-passive population, aware of political and social marginalization and willing to fight for reform.  
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A First Amendment Analysis of Hate-Crime Laws

Revisiting Wisconsin v. Mitchell and recommending change

Nathan R. Sellers
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Introduction

In 1993, the Supreme Court of the United States upheld a Wisconsin state statute that enhanced the penalty for the conviction of a crime that was committed “because of” the “race, religion, color, disability, sexual orientation, national origin or ancestry” of the victim (Wisconsin v. Mitchell, n1).  The Court’s opinion in Wisconsin v. Mitchell
 was initially hailed by the media, politicians, and legal scholars and has received little criticism since then (Gey 1014).  

This paper will challenge the Court’s decision in Mitchell and will show that the Court erroneously upheld the Wisconsin statute, and thus set a precedent for the constitutionality of similar laws throughout the United States.  Penalty-enhancement hate-crime laws are unconstitutional because they criminalize motive, and the only way to prove motive is to use a defendant’s speech, thought, and associations.  All of these are forms of expression that have been traditionally protected by the Supreme Court.  As long as hate-crime laws criminalize motive – the reason an individual commits a criminal act – they will necessarily criminalize constitutionally protected forms of expression.  Under current penalty-enhancement hate-crime laws, criminals are punished for their prejudicial or bigoted thoughts.  This country has long held that even the most objectionable beliefs are constitutionally allowable.  

In place of existing penalty-enhancement hate-crime legislation, this paper will propose a new approach to hate-crime statutes.  Under this proposal, the intent of the perpetrator of hate crimes will be criminalized.  Intent, which is different from motive, is the desired result for a given action.  States are constitutionally allowed to more severely criminalize the intention of a criminal, if that intention causes a greater harm than a crime committed with a less harmful intent.  This is not the case with motive.  By criminalizing intent, and not motive, hate-crime laws would avoid many of the current challenges against them.  Hate-crime laws would no longer specifically target First-Amendment protected expression and they would more successfully punish criminals that intend to intimidate, harass, or target a victim membership in a group or community.

Part I: A description of Hate-crime legislation and its history

Before one can understand why it is important to change penalty-enhancement hate-crime legislation, they must understand the history of hate crimes and hate-crime laws and the constitutional challenges against current hate-crime statutes.  Generally, crimes that are motivated primarily by bigotry or prejudice are considered hate crimes.  Many states have enacted laws that criminalize these types of crimes.  Yet, as this section will show, determining what crimes are hate crimes involves a level of ambiguity, because it is often difficult to determine the primary motivations of a crime.


Hate-crime legislation has a short but controversial history.
  This controversy is the result of poorly worded laws, created by a legislative response to an alleged increase in bias-motivated crime.  While proponents of hate-crime legislation – such as minority advocacy and liberal lobbyist organizations – have argued that the incidence of hate-crime is increasing, there is little empirical evidence to support this claim.  Extensive research that would support their assertion has either been inconclusive or has simply not been conducted.  What many have perceived as an increase in hate crimes is likely the result of growing social intolerance toward prejudice and bigotry.  Nevertheless, in their attempt to satisfy the social desire for a solution to the perceived problem of a rising-tide of hate-crimes, many states employ poorly worded hate-crime statutes that raise a series of potential constitutional problems.


The Supreme Court of the United States has thrice ruled on the constitutionality of hate-crime laws.  The Supreme Court contributed to the controversy surrounding hate-crime laws with its seemingly contradictory rulings in R.A.V. v. St. Paul,
 Wisconsin v. Mitchell, and Virginia v. Black.
  In 1992, it invalidated a St. Paul, Minnesota ordinance that made it a violation knowingly to commit an act of vandalism (or the like) that a “reasonable” person knows or should know to arouse anger or resentment in others on the basis of race, religion, or gender (R.A.V. v. St. Paul).  The following year, the Court upheld Wisconsin’s ‘hate crimes’ statute in Wisconsin v. Mitchell.  The Wisconsin statute was a penalty-enhancement statute that provided a more severe punishment for crimes motivated by race and other classifications.  In 2003, the Court upheld a Virginia “cross-burning” statute that punished the intentions, not the expression or the motive, of criminal perpetrators.  

A description of current hate-crime legislation


Legally speaking, hate-crimes are crimes that demonstrate a perpetrator’s prejudice or crimes that evidence prejudice against an individual or individuals that have membership (or are perceived to have membership) in groups that the state has deemed worthy of protection.
,
  Hate-crime legislation, which varies extensively, can be generalized into four categories: sentence (penalty) enhancements; substantive crimes; civil rights statutes; and hate-crime reporting statutes (Franklin 79; Jacobs and Potter 29).  Sentence-enhancements either increase the level of a hate-crime to a more serious category or assign a hate-crime to a higher sentencing range. Penalty-enhancement legislation is the type of hate-crime law this paper will challenge as unconstitutional.
  

Penalty-enhancement statutes are the most widespread but also the most controversial of the growing number of hate-crime laws.  The wordings of these laws vary from state to state.  In general, these statutes enhance the penalty for crimes in which a defendant intentionally selects his victim “because of” or “by reason of” his or her actual or perceived membership in certain categories (Franklin 80).  Hate-crime legislation may also criminalize or enhance the penalty for crimes in which a defendant was “motivated by” or had “prejudice based on” the actual or perceived membership of their victim in certain categories (Ark. Stat Ann. § 16-123-106; D.C. Code § 22-3701).  These categories vary widely across states, but some commonly protected categories are race, color, religion, national origin, sex, age, marital status, personal appearance, sexual orientation, physical handicap, ethnicity, and ancestry.
 
The history of hate-crime legislation


In Hate Crimes: Criminal Law and Identity Politics, James B. Jacobs and Kimberly Potter advance the view that hate-crime legislation was created due to pressure from social activist groups, not from an actual increase in the number of hate-crimes in this country.  In their opinion, the so-called ‘hate-crime epidemic’ widely reported in the 1980s was a socially constructed fallacy.  As is often the case with interest groups, social-advocacy groups convinced the media, academic scholars, law enforcement, and eventually politicians to buy into the claims that incidence of bias-motivated crime was rising (Jacobs and Potter 46-59; Boyd, et al. 824).  The social pressure, combined with a problematic hate-crime law model produced by the Anti-Defamation League (ADL), caused many states to construct and pass hate-crime laws that were immediately subject to challenges of unconstitutionality.


The ADL has been the leading advocate of hate-crime legislation.  Its recommendation for wording hate-crime laws, which is a penalty-enhancement design, is the basis for most hate-crime statutes in the United States.  The ADL model provides:

A) A person commits the crime of intimidation if, by reason of the actual or perceived race, color, religion, national origin, or sexual orientation of another individual or group of individuals, he violates Section --- of the Penal Code (insert code provisions for criminal trespass, criminal mischief, menacing, assault, and/or other appropriate statutorily proscribed criminal conduct).  B) Intimidation is a --- misdemeanor/felony (The degree of the criminal liability should be at least one degree more serious than the imposed for commission of the

offense) (ADL).

Challenges to hate crime legislation

The wording of the ADL model is problematic and has led to a variety of challenges against hate-crime legislation in state courts.   According to Valarie Jenness and Ryken Grattet, courts have considered five types of challenges to hate-crime statutes:

1. Vagueness (Fourteenth Amendment): The statute does not clearly define what is allowed and what is not allowed.

2. Punishment of speech (First Amendment): The statute punishes motives or thoughts.

3. Overbreadth (First Amendment): Regulations have a “chilling effect” on the exercise of constitutional rights.

4. Content Discrimination (First Amendment): The statute regulates speech based on the content or viewpoint of the speech.

5. Denial of equal protection (Fourteenth Amendment): Statutes grant preferential treatment

to minorities.

Challenges to hate-crime laws have had only limited success. The only time that the U.S. Supreme Court invalidated a hate-crime law was in R.A.V. v. St. Paul because of that law’s content discrimination.
  Lower courts decided thirty-six cases on hate-crime laws between 1991 and early 1999.  A defendant successfully challenged hate-crime legislation in only eight of them (Jenness and Grattet 105).
  


The U.S. Supreme Court has reviewed three types of hate-crime laws.  The first was a law that targeted expressive conduct.  The second was a penalty-enhancement law.  The third was a law that targeted the malicious intentions behind certain forms of expressive conduct.


In 1992, in the case R.A.V. v. St. Paul, the U.S. Supreme Court held a St. Paul, Minnesota, hate-crime ordinance facially invalid.  In that case, several teenagers burned a cross on the lawn of a black family that lived in their neighborhood.  The city charged them under an ordinance that provided: 

Whoever places on public or private property a symbol, object, appellation, characterization or graffiti, including, but not limited to a burning cross or Nazi swastika, which one knows or has reasonable ground to know arouses anger, alarm, resentment in others on the basis of race, color, creed, religion, or gender, commits disorderly conduct and shall be guilty of a

misdemeanor.

R.A.V., one of the defendants, challenged the law on grounds that it was overly broad and could infringe on free speech rights.  The trial court agreed (Levin and McDevitt 174).  The Minnesota Supreme Court overturned the decision of the trial court, finding that a narrow interpretation of the ordinance was possible, and it was thus constitutionally allowable.  The Supreme Court reversed.  In a unanimous decision, the Court held the ordinance invalid because “it prohibits otherwise permitted speech solely on the basis of the subjects the speech addresses” (R.A.V., at 379).  The ordinance, according to the Court, was unconstitutional because it selectively chose which types of messages are tolerated, and which are not.  For example, it “did not cover actions intended to arouse anger, alarm, or resentment based on sexual orientation” (Grattet, et al. 175).  In the opinion of the Court, Justice Scalia wrote, “St. Paul…has proscribed fighting words of whatever manner that communicate messages of racial, gender, or religious intolerance.  Selectivity of this sort creates the possibility that the city is seeking to handicap the expression of particular ideas” (at 393).

In the Court’s very next term, it upheld a penalty-enhancement hate-crime statute in Wisconsin v. Mitchell.  In that case, the defendant, Todd Mitchell, requested that a group of black men he was with attack a white boy who was walking nearby.  His aggravated assault conviction was increased from the maximum of two years to four years under Wisconsin’s “hate crimes” statute.  Mitchell appealed, contending that the penalty-enhancement statute violated the First Amendment.  The Wisconsin Supreme Court agreed with Mitchell, but the U.S.` Supreme Court unanimously reversed this decision.  In its decision, which this paper will show was constructed on a faulty foundation, the Court ruled that motive plays the same role under penalty-enhancement statutes as it does under federal and state anti-discrimination laws, which have long been supported by the Court.  The Court said that the statute targeted conduct, not expression.  This, according to the opinion of the Court, was its distinction from the St. Paul ordinance invalidated in R.A.V. 

These two cases initially set precedent for how state courts dealt with challenges to hate-crime legislation.  Following the Supreme Court’s rulings in R.A.V. and Mitchell, lower courts consistently held that laws using language like the Wisconsin statute were acceptable, while laws using language like the St. Paul ordinance were unlawful.
  Then, in 2003, the Supreme Court reviewed another hate-crime-type law.  In the case of Virginia v. Black, defendants
 challenged a Virginia law that made it a felony “for any person…, with the intent of intimidating any person or group…, to burn…a cross on the property of another, a highway, or other public place” (Va. Code Ann. § 18.2-423.01).  The Court held that this part of the statute did not violate the First Amendment, and that the state could ban cross burning that was carried out with intent to intimidate because “cross burning was a particularly virulent form of intimidation” left unprotected by the First Amendment.
  The Court was correct in upholding this law, because it targets the criminal intent of the perpetrator and not the expression (the St. Paul ordinance) or the motivation (Wisconsin statute).  This paper will argue that this law, instead of the penalty-enhancement law in Mitchell, should be the model for hate-crime legislation.  

Part II: Traditional hate-crime legislation is unconstitutional

Despite the fact that the Supreme Court upheld Wisconsin’s penalty-enhancement statute, this section makes the case that the law is unconstitutional.  Penalty-enhancement laws are an unusual breed of criminal statute.  Unlike ordinary criminal laws, which criminalize a specific act or harm, penalty-enhancement hate-crime laws target the motivation of a criminal act.  These laws therefore require a prosecutor to prove motive, which traditionally is not required under criminal law.  Criminalizing motive is problematic because motive is not only difficult to identify, but it is difficult to prove.  It is often impossible to discern motivation or to distinguish between the perceived and the actual motivations of a criminal perpetrator.  

Furthermore, proving motive requires the use of a defendant’s speech, thoughts, and associations.  The Court has long held that, in most instances, the First Amendment protects individuals from the criminalization of these and other forms of expression.
  Finally, penalty-enhancement hate-crime laws re-criminalize acts that generic statutes already punish.  Typical penalty-enhancement law is engaged only after a defendant has been convicted of another crime.  Hate-crime trials involving penalty enhancement are completed in two phases.  First, a defendant has to be convicted of a statutorily criminal act.  If he or she is found guilty, then a prosecutor must prove that the crime was committed with a hateful motive.  Hate-crimes are thus thought-crimes, because penalty-enhancement can only be invoked because of the defendant’s unpopular motive.  Penalty-enhancement hate-crime legislation, as it is statutorily written in most states, is fraught with defects and is unconstitutional.  

The difference between hate-crime legislation and generic criminal statutes and the problem with criminalizing motive

Hate-crime laws are the only kind of laws “for which the motive is an element of the crime” (Gerstenfeld, Hate Crimes 37).  In all other crimes, purpose, not motive, is criminalized.  Purpose, the conscious intent, is the definitive result that an individual is seeking through a particular action.  Motive, on the other hand, is the “cause or moving power which impels” that action (Morsch 665).  Motive is the reason that a crime is committed.  Traditionally, criminal law focuses on the mens rea aspects of a crime in assessing criminal culpability.  According to James Morsch, author of “The Problem of Motivation in Hate Crimes,” mens rea elements consist of “purpose, knowledge, recklessness, or criminal negligence” (664).  The trouble with hate-crime penalty-enhancement laws is that they criminalize motive, which doesn’t fall under any of these categories. As the Ohio Supreme Court stated in 1992 when it overturned Ohio’s ‘Ethnic Intimidation Law’ – a penalty-enhancement law – “Motive, in criminal law, is not an element of crime” (State v. Wyant, 1992 at 571).  The following table displays this difference:
	Term
	Definition
	Example
	Mens rea elements?

	Motive, reason
	The cause or the moving power which impels a criminal to action; the reason a crime is committed
	Prejudice; bigotry; hatred
	No

	Intent, purpose
	The definitive result an individual is seeking though a particular action
	Desire to intimidate or incite fear in victim and community; desire to intimidate a specific group or class of individuals
	Yes

	Harm, conduct
	Specific criminal action; effect of criminal action
	Assault; creation additional fear in victim and community; targeting of specific group or class of individuals
	Yes


Allowing or forcing prosecutors to prove motive in a criminal trial prolongs and complicates the judicial process because motive is difficult to determine and prove (Franklin 81).  This is one reason why prosecutors have never been required to provide evidence of motive (Fleisher 3-4).  As Phyllis Gerstenfeld points out, determining motive requires a prosecutor, judge, and jury to somehow read a defendant’s mind.  She writes, “the defendant himself may not know his true motive” (1992 269).

All crimes are committed for a set of complex and intertwined motives.  Hate crimes are no different.  In her study of case reports from Baltimore County, Maryland, in 1995, Susan E. Martin found that in most of the cases that were classified as hate-crimes, bias was either a “secondary motivation” (e.g. one victim is selected from several available in a crime that would almost certainly have been committed anyway), an “additional motivation” (e.g. the offender seeks to belittle a victim by using racial slurs), or even an afterthought (e.g. the offender yells racial slurs during the heat of an argument or fight).  James Morsch reinforces Martin’s point: “Discerning which motive caused an individual to commit a criminal act may be genuinely problematic” (668).  Thus, with crimes that are thought to be motivated by bigotry, “proving the exact point at which an individual’s motive became racist…is an impossible task given the nature of motive” (Morsch 669).

Prejudice or bigotry is usually the motivation behind hate crimes.  Like motive, prejudice is difficult to discern and prove.  If the perpetrator of a crime shouts a racial epithet during an assault, does this reveal ‘bias’ or ‘hate?’  Furthermore, could this bias be a trivial factor relevant to other reasons the crime took place (Jenness and Grattet 117)?  These questions display the complex nature of motive and highlight the reason that motivation is not typically criminalized.  The waters are further muddied when considering whether a defendant could successfully defend himself against penalty-enhancement by admitting that he was prejudiced against the victim, but that “he would have committed the crime anyway because, for example, he needed the money” (Jacobs 161).  In this case, the symbolic characteristic of the victim – whatever that symbolic attribute may be – is a secondary motivation of the criminal act. 

Hate-crime legislation is in place to penalize perpetrators who select their victim because of an animus toward one or more of that victim’s symbolic traits, such as being Black, being a woman, or being gay.  Images of hatred, bigotry, and racism are often conjured by hate-crime legislation, which is traditionally thought to target perpetrators who select their victim through prejudice against that victim; Richard A. Berk, Elizabeth A. Boyd, and Karl M. Hamner, write that this is not always the case.  In “Think More Clearly About Hate-Motivated Crimes,” they draw a distinction between the actuarial and the symbolic status of the victims of bias-motivated crimes.  In their example, a group of street-thugs chooses to mug a gay man because of his perceived upper-middle-class income and reluctance to fight back.  His ‘symbolic’ status as a member of the gay community is irrelevant.  His ‘actuarial’ status as a gay man is what motivated the crime (Berk, et al. 128).  The same situation may take place when the victim is a woman, or disabled (Franklin 81-2).  Crimes that appear to be motivated by the victim’s symbolic status may in fact reflect “use of the victim’s actuarial status as a means to some non-symbolic end” (Martin 317).  Crimes based on an actuarial status are not really hate motivated.  Nevertheless, if the definition of hate crime continues to depend on the motivation of the offender, than a defendant who selects his victim “because of” that individual’s status as a gay person can be convicted of a hate crime even if the crime was in no way motivated by hate (Berk, et al. 128).
  

The additional problem: the First Amendment protects speech and expression


The First Amendment of the United States Constitution reads:

Congress shall make no law respecting an establishment of religion, or prohibiting the free exercise thereof; or abridging the freedom of speech, or of the press; or the right of the people

peaceably to assemble, and to petition the Government for a redress of grievances.  

The Supreme Court has repeatedly protected many unpopular forms of expression because of the protection provided by the First Amendment.  This is significant because, as this section will establish, the only way to establish motive is to produce evidence of a defendant’s speech and associations, which are traditionally protected forms of expression.


In the 1949 case, Terminiello v. Chicago,
 the Court ruled that a Chicago ordinance that criminalized a “breach of peace” unconstitutionally infringed on freedom of speech.  The defendant, Father Arthur Terminiello, had given an impassioned speech in which he criticized various political and racial groups.  At trial, the judge instructed the jury that any “misbehavior that stirs the public to anger, invites dispute, brings about a condition of unrest, or creates a disturbance” constitutes a “breach of peace” (Terminiello, at 3).  In a split decision, the Court held that, interpreted in such a manner, the ordinance violated Terminiello’s right to free speech.  In the majority opinion, Justice Douglas famously wrote, “A function of free speech under our system of government is to invite dispute.  It may best serve its high purpose when it induces a condition of unrest, creates dissatisfaction with conditions as they are, or even stirs people to anger” (Terminiello, at 4).  Then, in 1971, the Court invalidated a California statute that prohibited “maliciously and willfully disturbing the peace… [by] offensive conduct.”
  In that case, the defendant was convicted of disturbing the peace by offensive conduct for wearing a shirt in a county courthouse that said, “Fuck the Draft.”  The U.S. Supreme Court overturned his conviction.

In a more recent case, Texas v. Johnson,
 the Court held that a Texas law banning flag burning was unconstitutional.  After burning a flag outside of the 1984 Democratic National Convention in Dallas, Gregory L. Johnson was convicted of violating a state statute that prohibited “desecrating a venerated object… or otherwise physically mistreat[ing] in a way that the actor knows will seriously offend one or more persons likely to observe or discover his action” (Johnson, at 399).  The Court found that the statute violated the First Amendment.  In the majority decision, Justice Brennan wrote that “Johnson’s burning of the flag was conduct ‘sufficiently imbued with elements of communication”
 (Johnson, at 401).  He went on to write, “The government…may not proscribe particular conduct because it has expressive elements” (at 406).  Even in Virginia v. Black, Justice O’Connor wrote in the majority opinion that “The hallmark of the protection of free speech is to allow ‘free trade of ideas’ – even ideas that the overwhelming majority of people might find distasteful or discomforting”
 (at 356).

By upholding the Wisconsin penalty-enhancement statute, however, the Court went against these precedents and withheld First Amendment protection from Todd Mitchell’s antisocial ideas simply because they represented a viewpoint with which the state disagreed.  This is something that the Court has done only reluctantly in the most extreme situations.  According to Justice Douglas of the Ohio Supreme Court, withholding protection for objectionable opinions is dangerous because if this is constitutionally allowable, then it reasons:

The legislative majority can punish virtually any viewpoint which it deems politically undesirable…. [Therefore], if the legislature can enhance a penalty for crimes committed “by reason of” racial bigotry, why not “by reason of” opposition to abortion, war…or any other

political viewpoint (State v. Wyant, 1992, at 577).

When the constitutionality of penalty-enhancement hate-crime legislation was first challenged in the mid-1980s, lower courts seemed much more concerned with potential First Amendment infringements than the Supreme Court was in its Mitchell decision.  According to Jenness and Grattet, “Earlier courts envisioned hate crimes as... [being] evidenced by speech and other kinds of expression” (114).  Legal scholars also seem more skeptical than the Mitchell Court.  Phyllis Gerstenfeld states, “The problem with hate crimes is that their motives are proven almost exclusively by the defendant’s speech and [associations]” (2004 43).  Stephen Gey adds that the evidence pertaining to penalty-enhancement will always be “in the form of some communication prior to the act of criminal violence” (1025-26).  Part 3 of this paper will explain that police and prosecutors are allowed to use speech to prove elements of a crime, such as premeditation or harmful intentions.  Motive, however, is not traditionally an element of a crime.

The final problem: hate crimes amount to ‘thought crimes’

States already have statutes that criminalize every crime that can be enhanced by hate-crime legislation.  Under the ADL model, penalty-enhancement laws can only be enacted when the defendant is already in violation of “statutorily proscribed criminal conduct.”  Thus, states already have in place the means to criminalize the original criminal act that may induce penalty enhancement.  Since the criminal conduct involved in hate-crime law is already punished under existing statutory law, penalty enhancement can only be applied because of the defendant’s unwelcome motive, or thoughts (State v. Wyant, 1992, at 571).  These laws, then, ‘re-criminalize’ – enhance the penalty – for the same criminal act simply because the crime is motivated by “values, beliefs, and opinions that the government deems abhorrent” (Jacobs and Potter 121).

While the Constitution does not explicitly protect opinions and beliefs, as early as 1929 the Supreme Court established that the provisions of the First Amendment protect freedom of thought.
  In his commentary on the Constitutionality of hate-crime legislation, Craig Gaumer writes, “The United States Supreme Court has suggested that freedom of belief – freedom of thought – is as integral a part of the free speech right protected by the First Amendment as it is part of the free exercise right” (30).  Hate crimes, however, amount to thought crimes because generic criminal statutes already punish the criminal acts for which penalty enhancements punish motivation (thought).  As Jacobs and Potter write, “The heavy punishment [Todd] Mitchell received is accounted for solely because of his racist beliefs or motive” (112).
  States should not be allowed to punish detested motives.  As Justice Scalia wrote in R.A.V., “Let there be no mistake about our belief that burning a cross in someone’s front yard is reprehensible.  But St. Paul has sufficient means at its disposal to prevent such behavior without adding the First Amendment into the fire” (at 396).


Penalty enhancement in current hate-crime legislation depends not on what any defendant does, but rather why he or she does it.  It is for this reason that, in 1992, the Wisconsin Supreme Court overturned the state’s ‘hate crimes’ statute because it “without doubt…punishe[d] hate” (State v. Mitchell, 169 Wis. 2d 153, 164).  Penalty-enhancement statutes will always be based on evidence that is irrelevant to the initial criminal act (Gey 1025-26).  The penalty-enhancement phase of a trial is separate from the criminal-action phase of the trial.  Once a defendant has been convicted of a statutorily proscribed crime, then the prosecutor may attempt to prove a bias motivation.  When viewed this way, “the enhancement of Mitchell’s sentence for aggravated battery conflicts directly with the basic principle that a criminal conviction may not be based on offensive expression alone” (Gey 1022).  Courts have held that it is unconstitutional to re-criminalize thought or motivation,
 and that “the punishment of the defendant’s bigoted motive by…hate crimes statute[s] directly implicates and encroaches upon [this principle]” (State v. Mitchell, at 166).

Part III: Policy Recommendations
There are a number of solutions that have been proposed in response to the dispute over the constitutionality of hate-crime legislation.  Jacobs and Potter suggest that states already have criminal statutes that can successfully fight all types of crime, regardless of motivation, and that hate-crime laws should simply be wiped off the books.  They see no reason why the perpetrators of bias-motivated crimes could not be punished severely enough under generic criminal statutes.  This, however, is an undesirable resolution to the constitutionality debate surrounding hate-crime laws.  There are too many reasons that hate-crime laws serve a legitimate state interest.  Hate-crime legislation is important because it sends a political and symbolic message that bias crime, and implicitly bias, is wrong.


Yet, states could better protect their interests, and avoid constitutional challenges, by using a hate-crime law that punished intent, and not motive.  States often make distinctions between the levels of ‘harm’ caused by different intentions behind crimes.  Crimes that are committed with the intention of creating an increased level of harm are therefore classified as a more severe type of crime.  Proponents of hate-crime legislation and even some courts have argued that hate-crime victims suffer a greater level of psychological and emotional injury than victims of ordinary crimes, so the perpetrators of these types of crimes should be punished more severely (Jacobs and Potter 82).  Boyd, Berk, and Hamner assert that bias-motivated crimes are “particularly vile” because of their symbolic nature.  They assert that these types of crimes instill higher levels of fear in the victim, the victim’s immediate contacts, and any member of similar ethnic, racial, or protected classes than non-hate crimes (820).  Chief Justice Rehnquist, in his Mitchell opinion, wrote that hate crimes are “thought to be more likely to provoke retaliatory crimes, inflict distinct emotional harm on their victims and incite community unrest” (at 488). Why not create laws that punish these potential harms, rather than laws that punish the motivation behind them?  

States are afforded the right to punish some crimes more severely than others.  Penalties are enhanced under dozens of circumstances.  Penalties for crimes may be enhanced if the crime was committed near or on school property, was committed for hire, was committed because the perpetrator belongs to a criminal gang, was committed by a habitual offender, or if the crime is killing a police officer or other public official (generally, Pryor; RCW 9.92.090).  For example, in its criminal statutes, Ohio lists a whole set of reasons for why a criminal may be given the death penalty, a sentence the U.S. Supreme Court has called “the most severe ‘enhancement’ of all” (Mitchell, at 486).
  In every situation that a penalty may be increased, though, the perpetrator’s motivation is not at issue for criminal culpability.  These sentence enhancements do not have the same implications as hate-crime penalty enhancements because they are “content or viewpoint neutral” (Jacobs and Potter 122).  The reason the crime was committed is not in question.

Traditionally, states punish criminal conduct because it violates state interests.  States punish this conduct more severely when a greater state interest is at stake, not when a perpetrator has a ‘worse motive.’  As the Ohio Supreme Court noted in its original decision in State v. Wyant, “There is a significant difference between why a person commits a crime and whether a person has intentionally done the acts which are made criminal” (at 571).  What is implied by this is that states are allowed to punish aggravating criminal acts, or additional criminal intentions.


Hate-crimes could legitimately fall under the category of crimes that pose a greater threat to state interest.  According to Jenness and Grattet, state and federal courts have consistently argued that states have a compelling interest in curbing hate crime, which “justifies limited infringements on First Amendment protections of speech” (112).  These state interests are that hate-crimes produce a greater level of psychological damage to victims and communities, that hate crimes are more likely to provoke retaliatory crimes, and that hate-crime legislation sends a message that hate is wrong.  But, the current hate-crime laws do not accomplish these goals in a constitutional manner.  They target victim selection, motivation, and protected thoughts rather than additional criminal harm.  Proponents of hate-crime legislation have long argued that penalty-enhancement statutes punish conduct, not expression, or thoughts.  Yet, the ADL model for penalty-enhancement doesn’t match this ideal.  As long as the words “because of,” “by reason of,” or “motivated by” remain in hate-crime legislation, the statutes will punish motive and not conduct and will run the risk of punishing crimes that were not actually committed with hateful or malicious intention.  This section will demonstrate that hate-crime laws will be more effective and constitutional only when they punish or re-criminalize additional intent or harm but not motive or reason.
The Court’s decision in R.A.V. and its implications for hate-crime legislation


As mentioned in Part I of this paper, the Supreme Court, in a 9-0 decision, invalidated a St. Paul ordinance because it punished only certain types of expression.  The unanimity of this decision, however, is somewhat misleading.  Only five of the justices joined Justice Scalia in his majority opinion that the ordinance should be struck down because it selectively proscribed communication.  Four of the justices struck down the ordinance because it prohibited constitutionally protected speech, and was thus overbroad. As Justice White wrote in his concurrence, the Court should have invalidated the law because of its overbreadth. 
  According to Jack Levin and Jack McDevitt, authors of Hate Crimes Revisited: America’s War Against Those who are Different, the law easily could have been interpreted to infringe upon a “broad range of activities historically protected by our First Amendment” (176).  The Court could have set a precedent in R.A.V. that would have made most penalty-enhancement hate-crime legislation unconstitutional because of its potential infringement on free speech.  That the Court did not strike down the St. Paul ordinance because of its proscription of speech left the door open for the Court to uphold laws that targeted speech and thought like the Wisconsin state statute.

Nevertheless, the Court still could have used the majority opinion in R.A.V. – that the ordinance’s content discrimination violated the First Amendment – to invalidate the Wisconsin statute at issue in Mitchell.  In the majority opinion of Mitchell, however, Chief Justice Rehnquist stated, 

Nothing in our decision last term in R.A.V. compels [us to invalidate the Wisconsin statute]… Whereas the ordinance struck down in R.A.V. was explicitly directed at expression the statute in this case is aimed at conduct unprotected by the First Amendment” (Wisconsin v. Mitchell,

at 487).  

Yet, penalty-enhancement does punish expression and not conduct.  Furthermore, in the majority opinion in R.A.V., Justice Scalia wrote that the St. Paul ordinance:

Proscribed fighting words of whatever manner that communicate messages of racial, gender, or religious intolerance.  Selectivity of this sort creates the possibility that the city is seeking to

handicap the expression of particular ideas” (at 393).  
If one were to substitute “fighting words” with “motive,” the same precedent could apply to penalty-enhancement hate-crime laws.  The Wisconsin and Ohio Supreme Courts, in striking down penalty-enhancement hate-crime laws, made quite compelling arguments for this.
  In the 1992 decision handed down by the Wisconsin Supreme Court in State v. Mitchell, the opinion asserts, “Merely because the statute refers in a literal sense to the intentional “conduct” of selecting, does not mean that the court must turn a blind eye to the intent and practical effect of the law – punishment of offensive motive or thought” (at 166).  This punishment of motive is selective and proscribing of a particular set of ideas, unless every motive – not just those listed in a particular statute – is criminalized.

The Court should have ruled differently in Mitchell

In its Mitchell ruling, the Court attempted to skirt the issue of First Amendment infringement by implying that Todd Mitchell’s speech was “so closely tied to his illegal action that there was no independent regulation of speech at all” (Gey 1020).  This argument is not compelling.  The Court provided no justification for overturning the Wisconsin Supreme Court’s ruling that the statute criminalizes thought and not conduct, other than to say, “A physical assault is not by any stretch of the imagination expressive conduct protected by the First Amendment” (Wisconsin v. Mitchell, at 484).  The main problem with this assumption – that in the case of bias-motivated crime, conduct and motive are so intertwined that they are in fact one single act – is that the penalty-enhancement statute treated the words spoken by Mitchell as a separate part of the sentencing scheme from the aggravated assault for which he was initially convicted.  The Court wants to interpret the law in both ways.  At the time of the criminal action, it sees the conduct and motive as inseparable acts.  Yet, at the time of trial, the two can be separated for purpose of punishment.  If this is the case, as Todd Mitchell argued that it is, then the Wisconsin statute actually punishes his bigoted beliefs.


The Court next addressed Todd Mitchell’s argument that the penalty-enhancement statute would have a ‘chilling effect’ on speech.
  The Court conceded that in order to prove the motivation of a particular crime, prosecutors need to introduce evidence of a defendant’s prior statements or associations.  They went on to say, however, that the First Amendment “does not prohibit the evidentiary use of speech to establish the elements of a crime or to prove motive or intent” (Wisconsin v. Mitchell, at 489).  Yet, this means that prosecutors will use a defendant’s prior speech to establish an ability or willingness to commit a crime – not to establish motive.  For example, it would be tough for a person who states, “I’m going to kill you” to argue later that they committed involuntary manslaughter.  This type of speech is evidence of purpose or intent to harm, and so it is admissible.  


Furthermore, in the explanation that Rehnquist gave, he confused ‘intent’ and ‘motive.’  The case that Rehnquist cited as precedent for the admissibility of speech to “prove motive or intent” does not address the issue of whether it is legal to criminalize thought.  Rehnquist cited a 1947 case, Haput v. United States,
 in which Hans Max Haupt, the defendant, was convicted of treason.  Haupt argued that the trial court impermissibly allowed evidence pertaining to his “sympathy with Germany and Hitler and hostility towards the United States” (Wisconsin v. Mitchell, at 489).  Rehnquist writes that the evidence, which typically would be protected by the First Amendment, was permissible in that case because it proved “intent” and “adherence to the enemy,” which were both components of the charge of treason (Wisconsin v. Mitchell, at 489).  The ‘intent’ of treason is thus defined as a desire to harm the State and the adherence to the enemy is an element of that intent.  However, these are not motives, as Rehnquist mistakenly claims.  Haupt’s motive in this scenario is irrelevant.  The Court therefore could use Haupt to support a law that criminalized ‘intent,’ ‘purpose,’ ‘effect,’ or ‘harm,’ but not motive or reason.  This is an important distinction.  Although Chief Justice Rehnquist uses the terms interchangeably, as the following table illustrates, the terms are not transposable:

	Motive and reason
	Intent and purpose

	Thought
	Action

	Not traditionally criminalized
	A traditional element of criminal culpability

	Protected by the First Amendment
	Supreme Court has ruled that speech and associations can be used to prove elements of a crime, so not protected by the First Amendment

	Need to use prior speech and associations to prove
	Use of prior speech and associations not necessary to prove

	Supreme Court has ruled that even objectionable thoughts cannot be criminalized
	Considered harm by the state, so it can be criminalized



While the law traditionally establishes criminal liability in the purpose or purposes of an action, it usually ignores the “good” or “bad” motives behind that intent (Morsch 665).  It doesn’t matter why a defendant committed a criminal act other than the specific purpose.  The purpose of a bank robber is to get money.  This purpose is the robber’s intent.  The law criminalizes the intention to steal.  The law doesn’t care why the robber needed the money.  It does not deal out a larger punishment if the robbery was committed to pay for an alcohol addiction than if the robbery was committed so that the bank robber could give money to his sick grandmother.  According to Jacobs and Potter, hate-crime laws, on the other hand, are specifically designed to punish a criminal’s motivation (30).  Hate-crime laws are the only laws that allow prosecutors to criminalize motive.


Finally, in its support of Wisconsin’s penalty-enhancement law, the Court compared hate-crime legislation with anti-discrimination laws.  The Court compared the Wisconsin statute at issue in Mitchell to Title VII of the Civil Rights Act of 1964.  It concluded that since Title VII is constitutional, Wisconsin’s statute should be as well (Wisconsin v. Mitchell, at 487; Jacobs and Potter 127).  This is problematic because it confuses bigotry with discrimination (Gey 1038-39).  With anti-discrimination laws, the words “because of” are integral to the description of the conduct the state is attempting to regulate.
  With hate-crime law, the words “because of” are irrelevant to the ultimate act that triggers legal sanction.  Unlike employment or housing discrimination, the state can punish statutory crime regardless of the motivation (Gey 1038-39).  In its 1992 State v. Wyant decision, the Ohio Supreme Court points out that in anti-discrimination laws, unlike in hate-crime laws, “It is the act of discrimination that is targeted, not the motive…It is discriminatory treatment that is the object of punishment, not the bigoted attitude” (at 575).  

The Solution


Haupt and anti-discrimination laws be used to support hate-crime legislation only if it punished an additional criminal action.  The question is, what approach to hate-crime laws could be used to allow states to protect their interests in punishing hate crime more heavily, without criminalizing thoughts or motivations?  The most important feature of any hate-crime legislation that is constitutional is that it criminalizes intent and not motive.  Intent has long been criminalized in this country.  The additional or even the potential for additional harm is often used as a basis for enhanced penalty, or a separate, more serious crime.
  For example, in Ohio, an individual can be convicted of criminal trespass, a fourth degree misdemeanor, for “knowingly enter[ing] or remain[ing] on the land or premises of another” (ORC Ann. 2911.21).  Yet, if that same person is convicted of entering or remaining on “the land or premises of another with purpose to commit on that land or those premises a misdemeanor” (such as assault or battery) the defendant is guilty of aggravated trespass, a first-degree misdemeanor (ORC Ann. 2911.211).  The state has thus established that the additional intent – the desire to assault another person – makes the latter crime worse than the former and therefore classifies the two separately.  States often make such distinctions.  Hate-crime legislation could easily be constructed in a similar fashion, and in fact, some hate-crime laws nearly are. The Virginia law upheld in Virginia v. Black, Va. Code Ann. § 18.2-423 has been since changed to Va. Code Ann. § 18.2-423.01 and Va. Code Ann. § 18.2-423.1.  Those two laws state:

· § 18.2-423.01: A. Any person who, with the intent of intimidating any person or group of persons, burns an object on the private property of another without permission, is guilty of a Class 6 felony.  B. Any person who, with the intent of intimidating any person or group of persons, burns an object on a highway or other public place in a manner having a direct tendency to place another person in reasonable fear or apprehension of death or bodily injury is guilty of a Class 6 felony;

· § 18.2-423.1: It shall be unlawful for any person or persons, with the intent of intimidating another person or group of persons, to place or cause to be placed a swastika on any church, synagogue or other building or place used for religious worship, or on any school, educational facility or community center owned or

operated by a church or religious body.

This paper seeks to propose a wording for hate-crime legislation that punishes any crime that is an intentional act of intimidation more severely than any crime that is not.  The motivation is irrelevant.  This model provides:

A) A person is guilty of ‘Malicious Intimidation’ if he violates Section -- of the penal code with the intent to incite fear, anger, or conflict through ethnic, racial, religious, or gender intimidation, or intimidation of another person or group of persons.  B) Malicious Intimidation is a misdemeanor or felony where the degree of the criminal liability should be at least two

degrees more serious than the penalty imposed for violation Section -- of the penal code.

This policy will combat hate crime but does not violate the Constitution


By establishing hate crime as a statutorily criminal act, the proposed hate-crime policy would not re-criminalize the motive of the criminal act, as current hate-crime laws do.  The “reason” that the crime was committed – the motive – is no longer an aspect of the crime. While a prosecutor could introduce motive as evidence in the trial, as one could for any other criminal act, motive is not criminalized using this policy.  This policy would criminalize intent – satisfy the means rea requirement of “purpose” and “knowledge” that is an integral part of traditional criminal statutes – and not thoughts.  

Unlike the proposal that Jacobs and Potter make, to remove all hate-crime legislation, this proposal provides a solution that would satisfy proponents of hate-crime laws and would allow states constitutionally to protect their interests.  There is no logical reason why states could not write laws that punish malevolent intent, instead of prejudiced motive.  Using the proposed wording, states would still be able to more heavily punish crimes that are more harmful because of their symbolic nature.  Furthermore, states could still send a message that bigotry is wrong without directly punishing that bigotry.

While it is true that the intent to intimidate would often result from prejudiced beliefs, those prejudiced beliefs will not themselves be criminalized under this proposal.  The Court has established that it is constitutional to enhance penalties for an additional intent even when that intent is caused by bigotry or hatred.  In the 1987 case, Barclay v. Florida,
 the Court upheld the decision of a judge to use racial animus that was displayed through harmful intentions as an aggravating factor when considering sentencing.  In that case, the defendant, a black man, killed a white hitchhiker.  The Court allowed the sentencing judge to take into account “aggravating factors” behind the murder, such as the defendant’s desire to start a “race war” against whites (Wisconsin v. Mitchell, 508 U.S. 476, 486).
  In terms of the additional intention of hate crimes, there is probably not one that would be more harmful than to start a “war” between classes or groups of individuals.  

In punishing cases of Malicious Intimidation, prosecutors would be able to use a defendant’s prior speech and associations to obtain a conviction.  The Court has consistently held that use of a defendant’s speech during, before, or after a crime is not a First Amendment violation if it is used to prove intent or some other element of a crime.  For example, detectives and prosecutors may use a defendant’s diary to prove premeditation of a crime.  Premeditation has always been considered an aggravating criminal offense.  Motive, on the other hand, has not.  Furthermore, unlike with motivation, proving intent does not require the use of past speech, thoughts, or associations.  If a defendant has repeatedly targeted a specific group or class of individuals, or if a defendant victimizes an individual belonging to a protected class in the commission of a crime that would not have happened for any other reason, the intention of the defendant can be proven without using evidence of speech or thought.

Punishing Intent

Laws that punish intent are less likely to criminalize thoughts and do not run the risk of enhancing the penalty for a crime that was committed because of the actuarial status of a victim.  The penalty-enhancement imbedded in current hate-crime statutes punishes a criminal directly for the motivation for that crime.  This is why the Wisconsin Supreme Court believed that hate-crime laws undoubtedly punish hate.  Using the proposed policy, however, criminals could only be punished for what they do.  There is no re-criminalization of thought or motive.  Additionally, the proposed wording does not allow prosecutors to enhance penalties for crimes that are not associated with symbolic hatred.  From the example above, if a gay person is attacked because it is perceived that he will be reluctant to fight back, but without any intention of causing intimidation or fear because of his sexual orientation, then that person’s attackers cannot have their punishment enhanced for hatefulness.

Court’s routinely dismiss challenges to current hate-crime legislation because the laws cover conduct, not protected speech or thought (Jenness and Grattet, 109).  Yet, current hate-crime laws do criminalize thought because only the reason that an individual acts is criminalized.  For current hate-crime laws, the desired outcome of the defendant is not even addressed.  This is dangerous because the First Amendment – as well the liberal ideals that are the backbone of democracy – protects an individual’s right to freely think and believe whatever they chose.  Punishing the reason that a criminal acts is a violation of First Amendment rights.  Conversely, the First Amendment does not protect all forms of expression.  If a criminal wishes to express hatred or bigotry through intimidation, the state has the right to criminalize this intention.  It cannot be the case that allowing states to police intent also allows them to punish reprehensible beliefs.  In the majority opinion of Texas v. Johnson, Justice Brennan wrote that it is “the governmental interest at stake that helps to determine whether a restriction on that expression is valid” (at 406-07).  For precisely this reason, states are allowed to punish bigoted expression that is in the form of intimidation.  Regulating the reason that criminals’ act, however, is not constitutionally allowable. 

Moving Forward

In the 1987 Supreme Court decision for Tison v. Arizona,
 Justice O’Connor wrote, “Deeply ingrained in our legal tradition is the idea that the more purposeful is the criminal conduct, the more serious is the offense, and, therefore, the more severely it ought to be punished.”  This is an important and affirmable principle.  Nevertheless, the Court, while attempting to affirm the precedent of Tison, overstepped Constitutional bounds by upholding Wisconsin’s hate-crime statute.  In Wisconsin v. Mitchell, Chief Justice Rehnquist misinterpreted the difference between intent and motive and used the Court’s support for punishing the former to allow prosecution of the latter.

In offering a solution to the constitutional dilemma of hate-crime laws, this paper can be used to reinforce the concept that hate crimes should not be tolerated.  Hate crimes are a particularly vile and heinous type of crime and pose a grave harm to our society.  Punishing the speech, thoughts, and expression associated with prejudice, however, may be an even greater threat to the political ideals that make this country’s foundation.  The Constitution does not allow the government to proscribe the thoughts and beliefs of individuals.  As Justice Scalia wrote in the R.A.V. v. St. Paul decision of the Court: 

One must wholeheartedly agree with the Minnesota Supreme Court that it is the responsibility, even the obligation, of diverse communities to confront [hate crimes] in whatever form they appear, but the manner of that confrontation cannot consist of selective limitations on speech (at 392).
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European Union Involvement in Sports: Level of Support and its Implications
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Introduction

The 1995 Bosman ruling represented the first major European Union agenda expansion into sports policy.  Jean Marc Bosman, a Belgian football player, “successfully challenged the Union of European Football Association’s use of nationality restrictions and the international transfer system of football players” (Parrish 2003b, 252).  Although this ruling was primarily economic and did not address sport directly, the European Union has used this ruling to justify further jurisdiction of sporting activity.  Sport policy, which until recently did not have a formal legal base within the European treaties, has become a tool for the European Union (EU) to implement social, cultural, and educational policy objectives (Parrish 2003b, 246).  Though many countries and European citizens support increased European Union involvement in sports, considerable opposition has been raised against this sports policy.  In this paper, I seek to answer the question: why do some European citizens tend to support increased European Union involvement in sport?


The European Union first ventured into sports law in 1974 in the case of Walrave and Koch v. Association Union Cycliste Internationale.  With this ruling, the European Court of Justice (ECJ) established that sport falls under EU law insofar as it is an economic activity (Parrish 2003b, 250).  However, it was not until the landmark Bosman ruling of 1995 that the EU emerged as a key player in sports policy.  This ruling states that “when a contract with a footballer who is a national of a Member State expires, the club may not prevent the player from signing a new contract with another club in another Member State or agreeing to the payment of transfer fees” (EU).  Essentially, this ruling focused on the free movement principles of persons throughout the European Union.  Since the ruling focused on free movement principles, sport was not explicitly mentioned in the ruling; Richard Parrish notes that the EU “appeared keen to avoid confrontation with sport” (Parrish 2003b, 252).


Despite the European Commission’s initial reluctance to become involved in sport, the Bosman ruling represented a watershed event in sports policy.  Soon after the ruling, the EU began attracting criticism from those who felt that the Commission neglected Sport’s social and cultural impact in focusing only on the economic potential of sports.  Proponents of a “people’s Europe” felt that to fully address Sport, the EU must focus on its social and cultural elements as well as the economic impacts.  The 1997 Amsterdam Declaration represented the first response towards this.  The EU attached a non-binding Declaration on Sport which called on the institutions of the Union to recognize the social significance of sport (Parrish 2003b, 253).  This declaration was followed by a report presented at the Helsinki European Council in December 1999 and the 2000 Nice Declaration on Sport.  Like the Amsterdam Declaration, both the Helsinki report and the Nice Declaration sought to formally recognize the social significance of sport.


In recent months, a range of policy options are being explored concerning sport’s status in the European Treaty (Parrish 2003b, 258).  Supporters on one extreme side wish to further the application of EU law in sports policy including those that wish to create an independent sports article in the European Treaty or attach provisions on sport to Treaty provisions on culture.  On the other extreme are those that wish to exempt sport from all European Treaty articles, especially those pertaining to economics and culture.  Spearheading this side of the argument is the Union of European Football Association (UEFA) which wishes to regulate football independently from the jurisdiction of the European Union.


To date, no specific rules regarding sport policy are contained within any European Union program.  Still, as the EU notes, “many of the rules, policies, and programs of the European Union have an impact on the sports world” (EU).  A growing debate has emerged as a result of the increased attention the European Union has given to sport.  Several member countries of the European Convention have proposed that EU law should take sport into account more so than it currently does (EU).  Other European citizens have dismissed this claim as too large an intrusion on culture and society.  The debate will certainly grow stronger if the EU continues to claim more jurisdiction over sports policy.  


The variation I hope to explain consists in the feelings of European citizens over the level of involvement the European Union should have in sport.  In the 2004 Eurobarometer, a majority of European citizens felt that the EU should take at least some role in sports policy.  Of the six questions relating to sports policy posed in the Eurobarometer, nearly 50% of European citizens felt that the EU should take a stronger stance in all six areas.  A further 25% percent felt that the EU should have a level of involvement in at least four of the six areas of sports policy.  Still, that leaves 25% of those that responded to all six questions that felt the EU should have little or no involvement in sport.  We see then that although it seems that most European citizens prefer to have some EU involvement in sport, a significant percentage feel that the EU should have little or no involvement in sports policy.


This question is worth asking for two reasons.  First, obviously, it will allow the European Union to gauge the level of support for its involvement in sports policy.  Though it seems the majority of European citizens approve of such measures, explaining why others do not approve of these measures will allow the EU to effectively package the policies to appeal to the entire European population.  In turn, the policies will be more effective with the broad approval of all European citizens.


Second, this question will give us insight into the social and cultural aspects of the European Union.  While currently a political and economic organization, the long term solvency of the EU depends on the organization becoming ingrained in the society and culture of Europe.  Sport, which plays a large role in the society and culture of countries, is a crucial aspect of the potential cultural and societal unification of Europe.  

A Theoretical Background


In order to better frame this question, I will look at some of the literature regarding the impact of sports on identity, as well as the impact of sports on political participation.  Recently, the impact of sports in constructing and reinforcing identities has been discussed extensively in the literature of political and cultural studies alike.  I will give an overview of these studies as it pertains to the question at hand; specifically how and if the European Union can help create an identity through involvement in sports.  Additionally, I will look at the impact of sports on political participation.  Again, I will focus discussion of this literature on the question at hand, specifically if European Union involvement in sports can increase political and cultural participation in the EU.  Finally, I will give a brief overview of literature relating to European Union involvement in sports.  Though no significant study exists explaining why European citizens approve or disapprove of European Union involvement in sports, this literature is nonetheless useful in providing background for this discussion.

The Impact of Sports on Creating Identities


Numerous authors have noted the impact of sports in creating a national identity.  Vassil Girginov (2004) points out that “modern sport is inextricably intertwined with a whole variety of social and economic behaviours.  Furthermore, sports are embedded in cultural traditions shaped over the course of historical development, in which they establish multi-layered relationships with labour, education, character building, war, business, the media, and the international community.”  (Girginov 2004, 25).  Several authors have begun to realize this connection between sport and culture, economics, and even politics; literature in this area has begun to boom in recent years.


Sugden and Tomlinson (2000) define nationalism as the “mobilization of popular sentiment around the theme of shared national identity” (Sugden and Tomlinson 2000, 89).  Though the authors note that there was a growing orthodoxy that nationalism was becoming less of a defining characteristic of modernity by the early 1990s, international competitions – especially international football competitions – were still providing countries an outlet in which to showcase nationalist tendencies.  As a result, the authors stressed the importance of FIFA (International Football’s governing body) and UEFA (European Football’s governing body) in both creating and reinforcing national self-images (Sugden and Tomlinson 2000, 89-90).  While in many countries the relationship between sport and national identities is passive, Sugden and Tomlinson argue that sport plays a much more active role in nascent democracies (like those of Eastern Europe) and when a perceived threat exists (Sugden and Tomlinson 2000, 90).


Like Sugden and Tomlinson, Kosebalaban (2004) shows that the relationship between a national identity and sport becomes much more active when a perceived threat exists.  Kosebalaban studied Turkish media coverage of the 2002 World Cup (Turkey placed third in its first World Cup since 1954) and found that all segments of the population, including ethnic and religious minorities, enthusiastically supported the Turkish team’s success.  Yet it was the national media “that magnified this enthusiasm and constructed out of it a display of national unity” (Kosebalaban 2004, 56).  Within the diverse groups of Turkey’s population, football provides the most politically neutral bond between these groups; this is particularly the case when the national media seeks to magnify this effect (Kosebalaban 2004, 57).  Despite the Turkish government’s intention to join the European Union, Kosebalaban observed a decidedly ‘us’ versus ‘them’ – Western/European countries quickly became the most significant ‘them’ while the ‘us’ was reserved for Islamic nationalism.  Ironically, “Turkish participation in European football competitions did not lead to positive identification with Europe but rather became an arena for nourishing the sense of national distinction” (Kosebalaban 2004, 62-63).  Thus, we see that international sport competitions, especially when a country performs well in them, are both a source for creating and manipulating national identity.


Similarly, Girginov (2004) shows that sport can be used to both create identities and mobilize mass support for regimes.  In his study of totalitarian sport, Girginov argues that, among other things, totalitarian government’s involvement in sport enabled it to, “mobilize mass support from the population in order to deliver its promises” (Girginov 2004, 54).  In addition, the state created a class of “sport rulers” who were to act as transmitters between political and economic visions of the regime and the populous, by way of sport (Girginov 2004, 54).  In totalitarian regimes, sporting competitions provided opportunities for demonstrations of loyalty.  Though these demonstrations became weaker and weaker as the tensions between state and civil society grew, the effect of totalitarian sport nonetheless demonstrates the power that sports have when a government pushes them as a instrument to unify a nation and further its own agenda.  


Sack and Suster (2000) argue that sport often reflects and reinforces national grievances and rivalries that often originate from sources far beyond the playing field (Sack and Suster 2000, 306).  The study focuses on the football teams of Croatia and Slovenia shortly after the breakup of the Yugoslav Federation.  Sack and Suster argue that football played a critical role in forming Croatian nationalism in addition to inciting ethnic and religious tensions at the onset of the Yugoslav breakup.  While threatening to secede from the Yugoslav Federation, the success of the Croatian national football team showed the intimate (and multidirectional) relationship between sport and politics (Sack and Suster, 307).  


Bairner (2003) argues that sporting nationalism in many instances becomes more powerful than political nationalism; though the two do not necessarily coincide, in many ways one can steer the other.  Bairner finds that sport in the United Kingdom has allowed some Ulster unionists to feel comfortable with their Irishness and caused others to view their Irish national identity negatively.  While many observers tend to note that there are two competing nationalisms in Northern Ireland – British and Irish – the experience of sport in Northern Ireland suggests that these two groups are not as monolithic as observers believe; that is, much debate remains about the objectives and goals of each group (Bairner 2003, 518).  Arguably, rugby is the sport of choice for Ulster Irishness and football is the sport for Ulster Britishness; yet the cross-border nature of the ruling sport bodies suggests that a compromise is possible, namely one in which Irish nationalists in Northern Ireland can assert their Irish identity while maintaining constitutional ties with the United Kingdom (Bairner 2003, 533).  It appears, at least in this case study, that sport organizations and ties with sport clubs can give insight into political nationalism as well as provide a framework for political institutions.


The above literature has sought to highlight the influence of sports on national identity and nationalism.  Though not exhaustive, this list has given a start for a discussion on the effects of sports involvement of the European Union.  No significant studies exist on the effect of sports involvement by international organizations like the European Union, yet the above literature allows one to hypothesize on the effect of European Union involvement.  Perhaps sport involvement by the European Union will cut across national boundaries while allowing national identities to be retained, as was the case in Bairner’s study of Ulster nationalism in Northern Ireland.  Perhaps European Union involvement will actually strengthen national identity, as Sugden and Tomlinson showed in their Eastern European case study.  Regardless, this discussion gives a foundation for the effect of sports on national identity (and the effect of national identity on sports).  

Impact of Sports on Political Participation


Putnam (1993) studied the importance of the effect of individual-level participation in football clubs on political participation in Italy.  Putnam argued that voluntary participation in football clubs (among other individual-level activities) produces social capital that a nation needs to maintain democratic practices.  In joining these social groups, citizens learn democratic ideals; this in turn translates into democratic practices in government as well as more political participation in these democracies.  Putnam found that regions of Italy that housed an amateur football team were characterized by a high degree of political participation (Putnam 1993, 115).


Donovan, et. al (2004) built upon the work of Putnam in studying the effect of sports groups in New Zealand on political participation.  They found a strong relationship between participation in sports groups – whether it be rooting on a local team or participating in an amateur club – and political engagement (Donovan, et. al 2004, 417-18).  Donovan et. al provide the first systemic evidence of a relationship between sports group membership and political participation in this work.  They use this evidence to suggest that meeting with a sports group often in the sports-mad country of New Zealand (47% of the population report membership in at least one sports group) leads to a greater degree of political participation (Donovan, et. al 2004, 418).


Bowler, Donovan, and Hanneman (2003) also find a relationship between involvement in individual-level social groups and political engagement in Europe (Bowler, Donovan, Hanneman 2003, 1126).  Like other findings, these findings show that involvement in individual level noneconomic groups increase democratic virtues.  Though Bowler, Donovan, and Hanneman find a stronger relationship exists between arts and charities groups and political engagement, the findings still show a slight relationship between sports groups and political engagement (Bowler, Donovan, Hanneman 2003, 1126-1128).  While the reason sports groups do not translate into political engagement in Europe
as well as in New Zealand is unclear, these findings nonetheless suggest that a relationship can exist between sports groups and political participation.

The Growth of European Union and International Governance of Sports


Parrish (2003a, 2003b) argues that European Union involvement in sports can be explained by actor-centered institutionalism.  Because sports policy is a relatively new phenomenon – essentially created only by the 1995 Bosman ruling – political actors have found a new arena in which to gain power (Parrish 2003b, 258).  As a result, coalitions have formed on both sides of the argument that seek to protect their core beliefs through power struggle.  The coalitions that have sprung up as a response to the introduction of sports policy exist solely to argue on one side of the sports policy argument; to compromise these beliefs would compromise the coalitions themselves.  Thus, Parrish argues, the debate over European Union involvement in sports is centered on political actors themselves.  Future discussion on European Union involvement in sports is likely to be controlled by these belief systems.


Jarvie (2003) expands on the belief that sports can create national, ethnic, and cultural identities by arguing that sports can actually lead to internationalism.  While conceding the important role that sports play in creating these identities, Jarvie argues that “the role of sport in the making of nations may involve issues of institutionalism and cosmopolitanism” (Jarvie 2003, 549).  Other authors have shown that international competition can lead to contested identities; Jarvie instead argues that these same international competitions, if regulated properly, can foster internationalism and globalization.  Because sporting culture has become similar throughout the world (i.e. the sport of football’s fans look and act similar in spite of different motives), grounds for internationalism could be provided by international sport competitions like the World Cup.

Conclusion


The above literature has sought to place my research in the context of work done by others.  I have first outlined the implications of sport in creating identities and on political participation.  This research has shown the importance of my question and explains why European Union involvement in sports is important to actors within the European Union and outside observers.  The brief overview of European Union and international involvement in sports highlights the gap that I seek to fill in the literature.  Parrish (2003a, 2003b) shows that European Union involvement in sports policy has thus far been a result of actor-based institutionalism.  I hope to answer the question of the motives of these actors – specifically why they chose to be on one side or another of the debate on EU involvement in sports policy.  


Hypothesis


I hypothesize that citizens from countries with a low degree of national pride, trust in the European Union and who live in countries with weak sports leagues will be more likely to support European Union involvement in sports than others.  

Country of Origin

I expect that the first independent variable, country of origin, will affect thoughts on European Union involvement in sports.  Citizens of countries with powerful sports leagues, namely the United Kingdom, France, Germany, Spain, and Italy, will be less likely to support European Union involvement in sports.  These countries, with long established football leagues, will be more likely to feel threatened by a higher institution’s involvement in those leagues and sport traditions.  Smaller countries, with less established sports leagues, will be more likely to view European Union involvement as a positive happening.  Former Communist Bloc countries and smaller countries with weak sports leagues, like Austria, the Low Countries, and Scandinavia, will support European Union involvement because they will have less established sports leagues and traditions.  Because of these already weak traditions and leagues, these countries will feel that the involvement of the European Union will level the playing field, giving them a better chance to compete on the international scene.  


Furthermore, citizens of countries that have traditionally done well in international sports competitions, i.e. the World Cup, the Olympics, and the European Football Champions League, will be less likely to view European Union involvement in sports favorably.  If a country like Germany, France, or the United Kingdom tends to perform well (or club teams that reside in each country perform well) in these competitions, they will view European Union involvement in sports less favorably.  As I mentioned above, countries that perform well in international competitions will be more likely to view involvement in sports by the European Union as threatening their domination on the international scene.  On the other hand, citizens from countries with less established sports traditions will again view European Union involvement in sports policy as a chance to level the playing field and will, in turn, support these EU measures.

Level of National Pride


 Second, I hypothesize that tendencies toward national pride will have an effect on whether a citizen views European Union involvement in sports favorably.  I expect that a citizen with a high level of national pride will view sports in that country as superior to other national sports leagues.  As a result, I expect that citizens that demonstrate this high degree of national pride will be more likely to support European Union involvement in sports.  European Union involvement in sports will mean more regulation for international competitions and more regulation for countries; those with a strong sense of national identity will approve of this.  Citizens that do not identify with their nation as strongly will be less likely to support European Union involvement as they will not be particularly concerned by regulation of international competitions or regulation of doping.


Sugden and Tomlinson (2000) and Kosebalaban (2004) allude to this phenomenon.  Sugden and Tomlinson stress the importance of the UEFA and FIFA in creating national identities.  By providing a playing field in international competitions, these organizations lead to the creation of national identities.  Sugden and Tomlinson note that in an era of declining nationalism, international competitions still provide an outlet in which to showcase national identities.  Likewise, Kosebalaban emphasizes the role of media coverage of international competitions in creating identities.  In order for these identities to exist, though, international competitions must exist and be monitored by an outside organization.  Thus, I expect that those citizens demonstrating a high degree of national pride will welcome increased European Union involvement in sports.  Since these citizens are likely to view the sports teams of their own country as superior, they will welcome a watchdog role of the European Union over all countries and an increased role in international competitions which will, in turn, allow for a showcase of their own national identities.


I expect there will be overlap between my first independent variable, country of origin, and my second independent variable, level of national pride.  Bairner (2003), for example, shows that a citizen’s nationalism in the United Kingdom is influenced by sporting success – through rugby in Ireland and football in the United Kingdom.  However, I expect the United Kingdom to be among the countries that have a high amount of success in sports; thus, in this instance, there may be significant overlap between the two variables.  However, it is necessary to include both variables to capture both the level of national pride not affected by sporting success in countries with a strong sports tradition as well as the level of national pride in countries with weak sports traditions.  I do not believe, though, that this variable impacts both my first independent variable and the dependent variable; national pride as a result of a strong sports tradition and national pride as a result of other factors will not necessarily have the same impact on feelings for European Union involvement in sports.  Furthermore, a strong sense of pride in a country’s sports team does not necessarily equate to strong nationalist tendencies.

Distrust in the European Union

The third independent variable that I predict will affect level of support for European Union involvement in sports is distrust in the European Union.  Sport involvement represents an attempt by European Union to expand their jurisdiction beyond the political and economic realm into the social and cultural realm.  Therefore, I expect that those citizens that have distrust in the European Union already will be less likely to support European Union involvement in Sport, regardless of their country of origin or level of national pride.  Likewise, European citizens that have a high level of trust in the European Union will be more likely to support European Union involvement.


Again, I expect there will be some overlap between this independent variable and my other independent variables.  It is also necessary to include this variable since distrust in the European Union does not necessarily follow from a strong sense of national pride, nor does a strong sense of national pride follow from distrust in the European Union.  A citizen that distrusts the European Union, for example, may not be a nationalist and would, therefore, be against European Union involvement in Sport for different reasons altogether.       

Methodology

The data I used to prove this hypothesis came from the Eurobarometer 2004 Sport survey.  This survey, administered in Fall 2004, includes indicators on country of origin, national pride, and thoughts on European Union membership.  By combining these three ordinal independent variables into a regression analysis, I will look at the impact of each my ordinal dependent variable, each citizen’s thoughts on European Union involvement in sports.


The first variable, country of origin, began as a nominal variable.  In order to make this an ordinal variable based on success in sporting events, I compiled data on important European sporting events, including the World Cup of Football, the European Football Championships, both the Summer and Winter Olympics, the World Hockey Championships, World and European Basketball Championships, and European club Football and Basketball championships over the past thirty years.  Heavy emphasis was placed on the World Cup and European Football Championships, by far the most popular sporting events in Europe.  Moderate emphasis was placed on the Olympics and the yearly Football club championships.  The lowest emphasis was placed on the World and European Basketball Championships and the World Hockey Championships as these events do not enjoy the continent-wide popularity of Football or the Olympics.  While Football is by far the most popular sport throughout most of the continent, Basketball has a high level of popularity only in Lithuania and pockets of France, Germany, Spain, Greece, and Italy.  Likewise, Hockey only demonstrates a high degree of popularity in Scandinavia, Czech Republic, and Slovakia.  


I measured this sporting success by creating an ordinal variable that gives an indicator of the amount of success each of the 25 countries listed in the study have had in the international sphere.  Countries were rated between 1 and 5, with those scoring a 1 having the least success and those scoring a 5 having the most success.

Level of Success in International Sports Competitions

	Level of Success
	Countries

	1 – Little if any success
	Malta, Cyprus, Luxemburg

	2 – Weak success
	Slovakia, Slovenia, Lithuania, Latvia, Estonia

	3 – Moderate success
	Hungary, Finland, Czech Republic, Republic of Ireland, Greece, Denmark, Belgium, Portugal

	4 – Moderate to High success
	Netherlands, Sweden, Poland, Spain, Austria

	5 – High success
	United Kingdom, Germany, France, Italy



While this characterization of sport traditions throughout Europe is not flawless, I believe that it serves as an adequate demonstration of the degree of tradition throughout European countries.  For example, countries like France and Germany have both performed well in the World Cup (Germany won in 1990 and finished second in 2002, France won in 1998), club championships (Germany has had two clubs win the Champions League since 1997 and France has had several clubs perform well), and the Olympics (both are consistently in the top ten in medal count in both Olympics).  On the other hand, countries like Cyprus and Malta have been minnows on the European sports scene.  Neither country has won an Olympic medal nor participated in the finals of a World Cup or European Football Championship.


I created an index for my second independent variable, the level of national pride demonstrated by each citizen.  Respondents to the survey were asked three questions regarding their nationality – whether they see themselves as (nationality) or European in the future, how proud of their nationality each citizen was, and how proud of being a European each citizen was.  The index had values from 2 to 8; a person scoring a 2 demonstrated a high degree of national identity and a person scoring 8 demonstrated a very low degree of national identity.


I again created an index for my third independent variable, level of distrust in the European Union.  Respondents to the survey were asked five questions pertaining to their membership in the EU – whether their country’s membership was a good thing, whether their country had benefited from membership, the image the respondent had of the EU, whether the respondent was for or against a European political union, and the feelings each respondent would demonstrate if the EU was to disband tomorrow.  I made all these variables into an index that ranged from 5 to 12; respondents that scored a 5 demonstrated a high level of trust in the EU, while respondents that scored a 12 demonstrated a high level of mistrust in the EU.


Another index was created for my independent variable, the level of support for European Union involvement in sports.  Respondents were asked whether they tended to agree or tended to disagree with six questions about the role of the EU in the domain of sports – whether the EU should be able to intervene more in European sports issues, whether the EU should cooperate with national sports organizations, how active a role should be taken in the fight against doping, whether the EU should give priority to promotion of ethical and social values through sport, whether the EU should intervene to ensure cooperation between the worlds of education and sport, and if including sport in the European Constitution is useful.  These variables were recoded into an index between 6 and 12.  Respondents that scored a 6 held that the EU should take a large role within the domain of sport while those that scored a 12 disagreed with any EU involvement in sports at all.


As I mentioned above, I expected significant overlap between the three independent variables (i.e. a citizen demonstrating a high level of national pride is also likely to distrust the EU).  In order to dispel the notion that these variables correlated so much that the results may be effected (multicollinearity) I ran a correlation on the three variables.  I found that neither of the three independent variables correlated significantly with each other, since none of them had an R Square higher than .164, well under the .8 level that would affect the results of the regression.  After this, to test my hypothesis, I ran a multivariate regression using country of origin, level of national pride, and distrust in the European Union as my independent variables and level of support for EU involvement in sport as my dependent variable.

Analysis


I hypothesized that citizens from countries with weaker sports traditions, that demonstrate a high level of national pride, and that distrust the European Union will be more likely to oppose EU involvement in sports.  I expect to find a strong, positive relationship between each of these independent variables and my dependent variable.  My regression produced these statistics:

Support for European Union Involvement in Sports

	Variable
	Coefficient
	Standard Error
	Standardized Coefficient
	T Value
	Significance

	Constant
	4.853
	.138
	
	35.092
	.000

	Country of Origin (X1)
	.137
	.020
	.095
	6.695
	.000

	Level of National Pride (X2)
	.176
	.024
	.103
	7.194
	.000

	Level of Trust in the EU (X3)
	.239
	.012
	.281
	19.779
	.000


	 R
	R-Square
	Adjusted R-Square
	Std. Error of Estimate

	.299
	.089
	.089
	1.76835


	Equation of the model:  Y= 4.853 + .137(X1) + .176(X2) + .239(X3)



The regression shows that each variable helps explain why some European citizens are more likely to support EU involvement in sports than others.  My hypothesis, that an individual’s country of origin, level of national pride, and level of trust in the European Union would affect level of support for EU involvement in sports appears to be confirmed.  


The constant of 4.853 tells us that a European citizen that scored a 0 on level of national pride, had no particular country of origin, and scored a 0 on level of trust for the EU would score a 4.853 on my index for approval for European Union involvement in sports.  Though not particularly informative since it is impossible to score a 0 on any of the three independent variables, the constant still allows us to see that a European citizen naturally tends to support EU involvement in sports since my index ranges from 6 (most support for EU involvement) to 12 (least support for EU involvement).  I will now look at each independent variable in the regression to analyze the significance of each.

Country of Origin


The first independent variable, country of origin, has a coefficient of .137 and therefore shows a positive causal relationship with level of support for EU involvement in sports.  As the level of sporting success in international competitions in an individual’s country increase by 1, his or her index for level of support for EU involvement in sports increases by .137.  The index, ranged from 6 to 12, has 6 as the most support for EU involvement in sports and 12 as the least support for EU involvement.  We see then, that as a country becomes more successful in sports, they are less likely to support EU involvement in sports.


Though the .137 increase in explanatory power that country of origin gives may not seem like much, the T-value and significance show that the explanatory power is essential in understanding why some people support EU involvement in sports.  The significance of .000 shows that there is no chance that a difference of this magnitude could be achieved if the null were true – that country of origin has no effect on level of support for EU involvement in sports.  There does appear to be a significant relationship between country of origin and level of support for EU involvement in sports policy.

Level of National Pride


I again find a positive causal relationship in the second variable, level of national pride.  As the level of national pride in my index increases by 1, the level of support for European Union involvement in sports decreases.  Since the index for national pride began with 2 (a high degree of national pride) and ended at 8 (a low degree of national pride), we see that as degree of national pride decreases, support for European Union involvement in sports also decreases.   Again, the .176 increase in explanatory power for level of support for European Union involvement in sports may not seem like much, the T-Value and .000 Significance show that there is no chance that numbers of this magnitude could be achieved if the null were true; that is, if level of national pride has no effect on support for European Union involvement in sports.

Level of Trust in the European Union


The third variable, level of trust in the European Union, also shows a positive causal relationship with level of support for EU involvement in support.  The index I created for trust in the European Union ranged from 5 to 12, with 5 showing the most trust in the European Union and 12 showing the least trust.  The regression shows that for a one point jump in the index for trust, level of support for EU involvement in sports increases by .239 of a category.  This coefficient is the largest of the variables; it has the most explanatory power of the three independent variables.


The T-value and the significance of this variable, like the other two variables, is .000.  Again, this means there is no chance that these results would occur if the null were true – that level of trust in the European Union has no effect on level of support for sports involvement by the EU.

Conclusion


I have shown that each of my three independent variables have significant explanatory power in predicting why individuals support European Union involvement in sports.  Clearly, however, more variables affect support for EU involvement.  Pearson’s R of .299 indicates that the three independent variables have only a weak to moderate association with the independent variable.  Likewise, the Adjusted R Square of .089 tells us that 8.9% of the variance in support for EU involvement in sports is explained by the three independent variables.  Still, though this percentage seems small, each independent variable is statistically significant.  Because each variable has a significance of .000, we can tell that the probability of achieving these relationships if the null were true is virtually impossible.

Conclusion


In this study, I tested three independent variables – country of origin, level of national pride, and level of trust in the European Union – and their relationships with the level of support for European Union involvement in sports.  I found that all three independent variables have a significant positive relationship with level of support for European Union involvement in sports.


These findings potentially hold significance for both the European Union and the international sphere alike.  First, these findings can assist the public policy of the European Union.  This analysis is the first step to answering numerous questions – whether the EU should undertake more involvement in sports (it appears the majority of citizens would approve); why some citizens would be against the involvement (my three independent variables are a start); and it allows the EU to begin to gauge citizen’s support for further EU jurisdiction on social and cultural affairs.


Second, these findings could prove useful for the international sphere outside of the European Union.  Especially in the international sphere, my findings on nationalism need to be researched further.  Perhaps national pride has less of an effect on sports policy, etc. than has been hypothesized by others.  Or, perhaps, national pride only has such a small effect on European countries.  Regardless, one can use and expand on these findings in future instances of sports regulation throughout the international sphere.

In this study, I have undertaken the first significant look at the level of European citizen’s support for European Union involvement in sports.  Further research still needs to be done, however.  Because my independent variables play some role in explaining the level of support for EU involvement in sports, one can start from there in explaining thoughts toward EU involvement.  Still, since only a small portion of the explanation (see R-square) is explained by these variables, these will serve as only a starting point for further discussion on citizen’s thoughts toward EU involvement in sports policy.
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Abstract

Instant Runoff Voting, a ranked ballot system, is being promoted as a way to improve voter satisfaction with elections in the United States. Similar ranked ballot systems used in Ireland and Australia eliminate the “wasted vote” phenomenon often occurring in first-past-the-post voting systems. My research compares the effect ranked ballot and first-past-the-post systems have on the number and nature of political parties as well as citizen satisfaction with government and politics. 


To examine the relationship between electoral systems, voter satisfaction and party strength, I utilized the Comparative Study of Electoral Systems (CSES) data set gathered by the Center for Political Studies at the University of Michigan. I found through multiple regression that citizen satisfaction with democracy depends on affinity for the majority party in all countries but more so in the United States. 



Introduction

There are many hurdles minor parties must face in order to compete on a national level. Besides the complex web of ballot access laws and funding differences between major and minor parties, another hurdle is the “spoiler effect” that emerges from our first-past-the-post system. When one of the major parties continually warns voters not to “waste” their vote on a minor party, it acts as a deterrent for both minor party candidates and their supporters. An alternative electoral system, Instant Runoff Voting (IRV), is under consideration by many local governments across the United States. Preferential voting such as IRV offers a means for minor party voters to cast ballots sincerely and it also ensures that the winning candidate receives a majority of the vote. 

Preferential voting is present in the United States albeit minimally. Cambridge, Massachusetts uses a multimember form of IRV in their city council and school board elections. San Francisco has used a form of preferential voting called Ranked Choice Voting for their board of supervisors elections since 2004. Most recently, Burlington, Vermont adopted IRV as the new system for their mayoral elections (Sneyd 2006). This is the first town to use a preferential voting system to elect a chief executive officer. Because voters’ awareness of IRV is limited across the United States, the city of Burlington conducted voter training in January to educate voters on how the system works. Advocates for preferential voting know that electoral reform needs to start locally and the growing number of counties, cities and towns showing interest in this system indicates a movement toward implementation on the state level. But can something as simple as ranked vote choice on a ballot make a difference in minor party relevancy and voter satisfaction with democracy?

To explore this question, I reviewed previous work regarding three facets of preferential voting systems. First, the reason why preferential voting might cause higher levels of citizen satisfaction. Second, the history and current usage of preferential voting systems in Australia and Ireland. Finally, actual citizen satisfaction levels in differing electoral systems. 

Literature Review

Preferential and Nominal Voting Systems Compared 


The reason why local governments, like those in Hopkins and Minneapolis, Minnesota, are considering a change toward preferential voting is because of the limitations found in nominal voting systems (nominal meaning not ranked such as first-past-the-post). Under the IRV system, voters rank their preferences rather than choosing just one candidate. If there is no candidate with a majority of the first preference votes, the candidate with the least amount of votes is dropped. The eliminated candidate’s votes  are then transferred over to the remaining candidates based off of the voters’ second preference. This is done until there is a candidate with more than 50% of the vote.  Under nominal systems, the winning candidate only needs the most votes, not necessarily the majority. For example, the last two Governors in Minnesota each received less than 50% of the vote, which sparked interest in alternate voting systems in the state (Oliver 2004).  Advocates for IRV also argue that preferential systems allow for greater choice in candidates and more minor parties therefore creating a more satisfied population overall. 

In “Tyranny of the Two-Party System”, Lisa Disch (2002) argues that there is no constitutional warrant for two parties and therefore changing the electoral system is the easiest way for minor parties to establish themselves in the United States. She looks at proportional representation as the ideal but a widespread national change such as that would be very difficult to accomplish. Reform needs to start locally, as it has in San Francisco with ranked-choice ballots, but she suggests ballot fusion (where a major party candidate runs for both the minor party and major party) as the first step. The reasoning behind this is so that voters can still vote for their party without the “wasted” vote stigma. However, the problem with party fusion is that minor parties aren’t represented by someone from their party but rather by someone from another party who “kind of” represents this party as well. It’s a form of strategic voting worked directly into the system in a sense. 


Strategic voting is where a voter casts his/her ballot toward the lesser of two evils rather than toward the actual candidate of choice. On the other hand, sincere voting is where one casts their ballot to their most preferred candidate. Usually strategic voting happens out of fear that the voter’s first choice could actually assist in getting the candidate they dislike the most elected. Burden (2005) examines the role strategic voting played in 1992, 1996, and 2000 presidential elections. He uses polling data from the 50 states to see if support for minor party candidates rose or fell between the final poll and Election Day. A negative vote-poll gap is evidence of strategic voting whereas a positive gap indicates sincere voting. He found that sincere voting was prevalent in both 1992 and 1996 but strategic voting dominated in 2000. The reason behind this was competition. The tighter the race got, the more voters defected from their preferred minor vote to a major party candidate. Along those lines, Stephen Swindle (2002) conducted a similar study but with a focus on Ireland and Japan. He argues that the absence of vote transferability (ranked voting) under nominal systems creates a conflict between what is desired and what actually happens. In other words, voters who prefer a minor party candidate tend to vote sincerely in systems like that in Ireland because the ballot permits greater choice without negative implications. This is precisely why Minnesota’s Green Party is lobbying for a voting system void of “wasted/spoiler” votes such as IRV. 


 If electoral reform is warranted, then what are the implications of switching from one system to another? Norris (2004) analyzes electoral engineering through two different routes. One approach claims that formal rules define electoral systems facing citizens and changing the rules means we have the capacity to change political behavior. In other words, voters act differently from one electoral system to the next. The other approach asserts that electoral change can also cause social change as well. This is true if the electoral system allows for more minority representation. Her findings show that formal rules do cause a shift in voting behavior regardless of the culture. Moreover, she found that electoral reform caused a shift in candidate behavior as well. Out of all the different voting systems, preferential voting caused for the highest levels of candidate accountability.  Finally, social change generally didn’t vary from one system to the next because parties tend to maximize the vote by either endorsing an incumbent or a candidate more representative of the majority. Nonetheless, Norris showed that electoral reform does change voting behavior regardless of how old the former institutions were.  

Satisfaction with Democracy Across Voting Systems 


Preferential voting systems, on paper, look to be an obvious “upgrade” from nominal voting systems. However, in practice, do political institutions actually effect citizen satisfaction with democracy? There are two main studies that address the subject of voter satisfaction levels and electoral systems. 


Anderson and Guillory (1997) suggest that the citizen’s status as a winner or loser plays a major role in his or her satisfaction with democracy. Initially, this seems like an obvious argument, but the authors take it a step further by comparing winners and losers between consensual (preferential) and majoritarian systems as well. They used “Eurobarometer” data to measure satisfaction levels from eleven European democracies across categories of electoral systems previously developed by Arend Lijphart in 1994. They found that winners are more satisfied than losers regardless of the type of electoral system. But more importantly, they found that winners are more satisfied in majoritarian systems than those in consensual systems. Conversely, losers in consensual systems were more satisfied than losers in majoritarian systems because the minority was given greater opportunities for democratic competition. They also concluded that the more majoritarian the country’s elections, the more winners get to impose their will on the minority as author Lisa Disch argued earlier. 


Farrell and McAllister (2003), also used a variation of Arend Lijphart’s electoral system ranking. Lijphart used the electoral system as the core independent variable and operationalized it by the degree to which it has vote aggregation properties (degree of choice). The ranking, from proportional to non-proportional, was modified by Carey and Shugart (1995) and included three different facets of ballot structure: ballot access, voting options (extent of ranking vs. nominal choice) and district magnitude. The authors then recoded those three variables to cover a wider range of democracies. Instead of focusing on merely winning and losing, this study looks at how the different forms of competition in the various electoral systems cause the need for different strategies by candidates in elections. They argue that ranked ballots in candidate-centered systems lead to higher levels of satisfaction. This is because candidates in candidate-centered systems will try to appeal to the center (the majority) as well as those who prefer their party. The only difference is that on a ranked ballot, a voter’s second and even third or fourth preferences can determine who the winner is.  Therefore, the “winning” effect on satisfaction levels is more wide spread and not limited to party attachment. Since this study included countries outside of Europe, they used the Comparative Study of Electoral Systems data set to measure satisfaction, which includes post-election survey data from the 2000 national election from 30 different countries. Farrell and McAllister found that there is a “good link” between preferential voting and higher levels of satisfaction with democracy. Because of this, new democracies or those seeking change might want to look into preferential voting as an option. However, the United States was among those with the highest levels of satisfaction despite the debate over the 2000 presidential election.  This contradiction poses an important question. Why are citizens in the United States so satisfied with democracy when much theory, anecdotal evidence and election miscues suggest we shouldn’t be?

National Preferential Voting Systems 


There are two prime examples of preferential voting used on a national level. Both Ireland and Australia use ranked ballots in national elections. Because of their long history with this voting system, they are ideal for comparing alongside the United States who also has a long history with its own electoral system. But it’s also worthwhile to look at Ireland and Australia because they both have significant historical ties to Great Britain and made similar reforms to their own electoral systems but differed from Great Britain’s pluralistic electoral system. 


Alternative Vote (AV) has been used to elect Australia’s House of Representatives since 1918 and Single Transferable Vote (STV) to elect their Senate (which also uses proportional representation in the upper house) since 1948. AV and STV function the same, but AV is used in single member districts (like IRV) and STV is used in multi-member districts. In Australia’s form of preferential electoral system, voting is both compulsory and citizen’s are required to rank all candidates on the ballot. This causes (what the Australian’s call anyhow) the “donkey vote” phenomenon. “Donkey-voting” is where the voter numbers sequentially from 1 on down the ballot and showing no sincere preference at all (Reilly 2000). 

Ireland stands as the principal example of preferential voting since it has been using that form of voting since 1918 to elect both houses in their Oireachtas (national parliament) as well as the Taoiseach (prime minister). They also use proportional representation, which, as mentioned earlier, facilitates multiple parties. According to Chubb (1992), Ireland’s electoral system is great for those who believe voter satisfaction and the reflection of as many opinions as possible are key criteria for electoral systems. He also suggests that those criteria cause representatives to be more responsive to citizens.


  Compared with Ireland, Australia is more party-centered than candidate centered. They have a two-party system despite using a preferential voting system. That is because Australia has a conservative coalition who’s main opponent is the Labor Party (Warhurst 2004). There are a multitude of minor parties, however, that are threatening the future of Australia’s two-party system (evidence that minor parties can succeed among two dominating parties). But this is largely due to the fact that Australia has proportional representation as well. Lijphart (1999) found in his study on STV systems that they make proportional representation truly proportional. That is, STV increases the overall proportionality of the electorate therefore being more representative of the voting population. Also, STV has a strong effect on voter satisfaction with democracy and women representation. 


The following images are samples of ballots used in Ireland and Australia’s lower house. Note how the Australia ballot reminds the voter to rank all the candidates in order for their vote to count. 

Ireland Sample Ballot:



Australia Sample Ballot:
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"“DUP (Joseph Black of 5 Down Street,
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BROWN
(RuperT Brown of 9 Mourne View.
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Independent)

A BROWN
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N Ulster Unionist Party)
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Further Analysis  

The use of preferential voting in the United States is quite limited but local governments are increasingly showing interest in adopting an electoral system that uses ballots like the ones above. However, conducting a study on local usage of IRV is difficult due to lack of data on the subject in the United States. Therefore, I’m studying satisfaction with democracy in Australia and Ireland because both have been using preferential voting since 1918.  

One possible reason behind the seemingly misplaced satisfaction level of the United States is one that was brought to attention earlier. Anderson and Guillory found that those in the majority are happier under majoritarian systems than those in consensual systems. Their study, however, was only of European democracies so it leaves unanswered questions about the satisfaction differences between the winning and losing parties in the United States. Also, Farrell and McAllister’s study of electoral systems found that preferential systems caused higher levels of satisfaction, with the exception of the United States who had higher satisfaction levels than both Ireland and Australia. The CSES survey data they used was gathered during the extremely controversial 2000 national elections but not after. With such a historic election with ambiguous results, there’s a possibility that the voters in the United State no longer have the same level of satisfaction. With those concerns in mind, I look at differing satisfaction levels with democracy through the scope of electoral systems and party attachment in the United States, Ireland and Australia. 

Methods & Analysis

In order to measure the relationship between electoral systems, party allegiance and citizen satisfaction, I utilized individual level survey data provided by the 2004 Comparative Study of Electoral Systems (CSES).  The CSES data set, compiled by the Center for Political Studies at the University of Michigan, Ann Arbor, is an updated version of the 2002 data set that authors Farrell and McAllister used in their 2003 study of electoral systems. I am comparing Australia, Ireland, and the United States because these three countries best represent the two types of electoral systems in question. All the variables included in my study are found in the CSES data set.

Dependent Variable

Like Farrell and McAllister, my dependent variable is citizen satisfaction with democracy. The respondents in the CSES data set were asked the question: On the whole, are you 1. very satisfied,  2. fairly satisfied, 3. not very satisfied, or 4. not at all satisfied with the way democracy works in [country]?  Because of how the question was worded, the closer the average is to 1, the more satisfied with democracy the citizens are. Conversely, the closer the average is to 4, the more dissatisfied with democracy the citizens are. Also, the average satisfaction score includes only those who have a political party preference. 

[Information on the remaining variables can be found in the Data Appendix]

Difference of Means Analysis

I began data analysis by conducting difference of means analysis through independent t-tests between the winning party and subsequent losing parties in Australia, Ireland and the United States. I also included means analysis between demographic variables and citizen satisfaction with democracy. Each independent t-test is followed up with a Mann-Whitney U test to verify the significance levels found in the t-test. Typically independent t-tests are reserved for variables measured at the interval/ratio level, however, my dependent variable has an ordinal level of measurement.  Because of this, I used Mann-Whitney U p-values to confirm the significance of the t-tests. The results of the independent t-tests and Mann-Whitney U tests are represented in Tables 1, 2 and 3.

Table 1. 
 
 Satisfaction with Democracy

Difference of Means Analysis

Australia



Overall Satisfaction Differences by Preferred Political Party

MW



Mean
Mean
Mean Difference
P-Value


Liberal Party  =1.90
Labor = 2.30
***-0.402
.000


 of Australia   (714)
(550)



Greens = 2.54
***-0.645
.000



(85)



National Party = 2.15
-0.255
.992



(53)




Family First = 2.14
-0.246
.323



(7)




Australian Dems = 2.33
-0.437
.029



(12)




One Nation = 2.64
**-0.740
.013



(11)



Christian Dems = 2.00
-0.104
.465



(5)



Independent = 3.00
-1.104
.073



(1)



Other = 1.75
0.146
.938



(4)




Satisfaction Differences by Demographic Categories

MW

Gender:
Mean
Mean
Mean Difference
P-Value


Male  = 2.15
Female  = 2.18
-0.028
.096


(835)
(895)

Education:


Secondary = 2.14
University Grad = 2.15
-0.008
.354


(269)
(395)

Income:


1st Quintile = 2.39
5th Quintile= 1.98
***0.403
.000


(Lowest)       (357)
(Highest)      (300)

Through the difference of means analysis, I found that there is a significant difference in satisfaction levels between those who preferred the winning party and those who preferred the runner up in all three countries (all at the .01 level). However, the winners in the majoritarian system, United States, were more satisfied with an average satisfaction level at 1.66 than the winners in the preferential systems found in Australia and Ireland with average satisfaction levels at 1.90 and 1.82 respectively. Those who preferred the runner up in the United States were more dissatisfied than those who preferred the runner up in both Australia and Ireland as well. These findings are congruent with the Anderson and Guillory study (1997).  One thing to take note of is the difference in satisfaction levels between the two countries with preferential voting. The winners in Ireland are more satisfied than the winners in Australia. Also, there was more difference between the winners and losing parties in Ireland than in Australia having four losing parties with a significantly lower (at .01 level) satisfaction level versus Australia’s two losing parties. 

Table 2.
 Satisfaction with Democracy

Difference of Means Analysis

Ireland



Overall Satisfaction Differences by Preferred Political Party1
MW


Mean
Mean
Mean Difference
P-Value

2Fianna Fail  =1.82
Fine Gael = 2.27
***-0.450
.000


(377)
(158)



Green = 2.33
***-0.511
.000



(21)



Labour = 2.29
***-0.463
.000



(42)




Progressive Dem = 2.08
-0.255
.065



(13)




Sinn Fein = 2.49
***-0.664
.000



(37)




Independent = 2.00
-0.178
.453



(3)



Other = 3.00
**-1.178
.074



(2)



Satisfaction Differences by Demographic Categories

MW

Gender:
Mean
Mean
Mean Difference
P-Value

Male  =2.15
Female  = 2.15
-0.007
.510


(1118)
(1249)

Education:


Secondary = 2.09
University Grad = 2.17
-0.081
.072


(631)
(376)

Income:


1st Quintile = 2.19
5th Quintile= 2.07
**0.121
.126


(Lowest)       (477)
(Highest)      (406)


Only 15 respondents in the United States said they preferred a minor party. Because of the small N, it was difficult to make any concrete observations about the difference in satisfaction levels among minor party voters. However, the lack of preference for minor parties could be interpreted as a result of the United States’ majoritarian system. Ireland had six different parties mentioned as a preference beyond Fianna and Fine Gael. Australia had eight. 

Table 3.

Satisfaction with Democracy
Difference of Means Analysis

United States



Overall Satisfaction Differences by Preferred Political Party1
MW


Mean
Mean
Mean Difference
P-Value

2Republican = 1.66
Democrat = 2.35
***-0.691
.000


(270)
(317)



Reform = 2.00
-0.341
.270



(4)



Other = 2.36
***-0.704
.007



(11)



Satisfaction Differences by Demographic Categories

MW

Gender:
Mean
Mean
Mean Difference
P-Value

Male = 2.03
Female = 2.16
**-0.133
.085


(507)
(559)

Education:


Secondary = 2.06
University Grad = 2.01
0.050
.777


(306)
(323)

Income:


1st Quintile = 2.40
5th Quintile = 1.95
***0.455
.000


(Lowest)       (183)
(Highest)       (177)

Race:


White = 2.00
African = 2.64
***-0.645
.000



(758)
(163)

As for the differences between the demographic variables and satisfaction with democracy, all three countries showed a significant difference between the highest and lowest income earners (Australia and U.S. at .01 level and Ireland at .05 level) with the  lowest income earners being less satisfied. Gender and education didn’t show a significant difference in Australia and Ireland. However, in the United States, women were significantly less satisfied with democracy than men (.05 level). Race, only included in the United States, also showed that whites were significantly more satisfied than African Americans (.01 level).  Overall, the demographic variables showed more difference in the United States than in Australia and Ireland. 

The next step in my analysis is measuring the difference between closeness to the preferred party and citizen satisfaction with democracy. By measuring this difference, one can see whether those with close ties to their preferred party are more or less satisfied with democracy than those who don’t feel close to their preferred party. I hoped to measure strategic voting but the number of those who preferred minor parties in the United States, where strategic voting would be most prevalent, was small. Thus, those who are not close to their preferred party could possibly indicate minor party strategic voters. Like the previous test, I used both independent t-tests and Mann-Whitney U tests for the same reason.  The results from these tests can be seen in Table 4. 

Table 4.               Difference of Means Analysis

Satisfaction with Democracy &

Degree of Closeness Within Preferred Parties:

Australia, Ireland and United States


1Satisfaction Differences in Australia:
Mean2
Mann-Whitney


Party
Close
Not Close
Difference
P Value

Liberal Party of Aus.
1.81
2.11
***-0.308
.000



(497)
(201)


Labor Party
2.27
2.37
-0.098
.404



(361)
(169)


National Party
2.13
2.20
-0.068
.859



(38)
(15)


Greens
2.70
2.23
*0.472
.102



(53)
(31)


Australian Dems.
3.00
1.86
**1.143
.054



(4)
(7)


One Nation
2.78
2.00
0.778
.457



(9)
(2)


Other
1.67
2.00
-0.333
.564



(3)
(1)


Satisfaction Differences in Ireland:


Mean
Mann-Whitney


Party
Close
Not Close
Difference
P Value

Fianna Fail
1.78
2.03
**-0.250
.013



(316)
(32)


Fine Gael
2.25
2.29
-0.034
.542



(131)
(14)


Labour
2.37
2.00
0.368
.579



(39)
(2)


Sinn Fein
2.51
2.00
0.514
.317



(35)
(1)


Green
2.37
2.00
0.370
.626



(19)
(2)


Other
4.00
2.00
2.000
.317



(1)
(1)

Satisfaction Differences in United States:

Mean
Mann-Whitney


Party
Close
Not Close
Difference
P Value


Republican
1.65
1.72
-.067
.565



(252)
(18)


Democrat
2.31
2.70
**-0.386
.095



(287)
(30)


Other
2.40
2.00
0.400
.738



(10)
(1)


Closeness to the respondents’ preferred parties also gave different results between the two systems. Australia and Ireland showed a significant difference in satisfaction levels between those who preferred the winning and felt close to it and those who preferred the winner but did not feel close in the United States. There was a minimal difference in satisfaction with democracy between those who felt close to their preferred Republican party and those who did not feel close to that same preference. Another difference between the two systems was present in the runner up party. There was a significant difference between closeness levels for those who preferred the Democrat party in the United States whereas there was only a minimal difference within the runner up parties in Australia and Ireland.  Those who preferred the Democrat party but didn’t feel close had an average satisfaction level of 2.70. This is far more dissatisfied than any other party preference. One possible explanation for this extreme satisfaction score could be strategic voting. It’s possible that some of the respondents felt forced to pick the Democrat party so their sincere vote wouldn’t serve as a “spoiler”, but end up losing anyhow. 

Multiple Regression
Because of my suggestive and significant findings in the difference of means analysis, I use multiple regression to assess the independent effect of each variable on citizen satisfaction with democracy. I used citizen satisfaction with democracy as the dependent variable and then created two models per country to measure the relationship between my independent variables and the dependent variable. First, I tested a simple demographic model using the same demographic variables in the difference of means analysis. Then, I tested a party preference model retaining the demographic variables but also adding the party dummy variables into the equation. 

Multiple Regression Equations
Demographic Base Model (Model 1)

Satisfaction with democracy = constant + age + education + income (+race in U.S.)

Party Preference Base Model (Model 2)

Satisfaction with democracy = constant + age + education + income + winner 

+ minor party + closeness (+race in U.S.)


A positive relationship indicates that an increase in the independent variable causes an increase in the dependent variable. A negative relationship indicates that an increase in the independent variable causes a decrease in the dependent variable. Because of how the dependent variable is coded (on a scale of 1 to 4 where 1 indicates very satisfied and 4 not at all satisfied), the direction of the relationship may seem counterintuitive.  The variables to pay close attention to in regards to direction of relationship are age, education  and income.   An increase in age would potentially have a negative relationship if older voters tend to have higher levels of satisfaction. Education is coded from least amount of education to university graduates so this variable would have a negative direction if those with less education were less satisfied with democracy. Finally, income is coded from low income earners (1=first quintile) to high (5=fifth quintile) and would also have a negative direction if those in the high income quintile were more satisfied with democracy.  Dummy variables that I created are coded so that 0 = part of the population that was more satisfied, 1 = part of the population that was less satisfied. By doing this, a positive relationship would indicate that a positive relationship is associated with more satisfaction.  The results from the multiple regression tests can be found in Tables 5, 6 and 7. 


The R2 for both models in all three countries is very small, meaning that the independent variables I chose explain a very small percentage of the variance from the mean (average satisfaction with democracy score). However, because my main purpose of the regression analysis is to assess the independent effects of my independent variables, rather than an explanation of the variation in the dependent variable, I am not too concerned with low R2 values.  The constant, the value of the dependent variable when all independent variables equal zero, is significant at the .01 level for both models in all three countries. 

Table 5. Multivariate Regression: The Effects of Party Preference on Citizen Satisfaction with Democracy in Australia







Demographic1


Party Preference2







Base Model


Base Model






Expected
Coefficient

T-
Coefficient

T-




Direction
(s.e.()
Beta1
Value1
(s.e.()
Beta2
Value2

Demographic Variables



Age
-
0.000
-0.014
-0.54
0.000
-0.002
-0.06





(.000)


(.000)



Gender
+
-0.003
-0.001
-0.06
0.065
0.030
1.04





(.060)


(.062)



Education
-
0.032*
0.047
1.69
0.027
0.043
1.38





(.019)


(.020)



Income
-
-0.080***
-0.098
-3.49
-0.056**
-0.071
-2.28





(.023)


(.024)


Party Variables



Winner
+
---
---
---
0.408***
0.186
6.10








(.067)



Minor Party
+
---
---
---
0.038
0.012
0.383








(.100)



Party Closeness
+
---
---
---
0.124*
0.052
1.81








(.067)


Constant

2.195***

19.91
1.809***

14.93

R2


.008


.049



Model 1, the demographic model, had similar results in Australia and Ireland. The coefficients reported in the regression tables represent the slope of the regression line for that variable when all other variables are held constant. The closer the slope is to +/- 1.00, the greater the association between the independent and dependent variable. The slopes for the demographic variables in Australia and Ireland were generally very small and not significant. The only exception was for the income variables for both countries (significant at .01 level in Australia and .10 in Ireland). The slope for education is also significant at the .10 level in Australia. 

Table 6. Multivariate Regression: The Effects of Party Preference on Citizen Satisfaction with Democracy in Ireland







Demographic1


Party Preference2







Base Model


Base Model






Expected
Coefficient

T-
Coefficient

T-




Direction
(s.e.()
Beta1
Value1
(s.e.()
Beta2
Value2
Demographic Variables



Age
-
0.000
-0.015
-0.69
0.000
0.002
0.05





(.000)


(.001)



Gender
+
-0.015
-0.010
-0.44
0.014
0.010
0.23





(.035)


(.060)



Education
-
0.000
0.001
0.04
-0.001
-0.002
-0.05





(.012)


(.020)



Income
-
-0.026*
-0.010
-0.44
-0.016
-0.033
-0.71





(.014)


(.023)


Party Variables



Winner
+
---
---
---
0.454***
0.307
6.21








(.073)



Minor Party
+
---
---
---
0.079
0.043
0.86








(.092)



Party Closeness
+
---
---
---
0.105
0.040
0.98








(.108)


Constant

2.231***

35.46
1.846***

17.94

R2


.002


.111




The United States had much different results in the demographic model. All but one variable, education, had significant slopes (age, race and income at .01 level. Gender at .05). Furthermore, the slopes were larger than those in Australia and Ireland. This means that in the United States there is a larger association between the independent demographic variables and citizen satisfaction with democracy when all other variables are held constant. 

Table 7. Multivariate Regression: The Effects of Party Preference on Citizen Satisfaction with Democracy in the United States







Demographic1


Party Preference2






Base Model


Base Model






Expected
Coefficient

T-
Coefficient

T-




Direction
(s.e.()
Beta1
Value1
(s.e.()

Beta2
Value2

Demographic Variables



Age
-
-0.006***
-0.108
-3.26
-0.005**
-0.094
-2.22





(.002)


(.002)



Gender
+
0.149**
0.075
2.30
0.038
0.020
0.48





(.065)


(.078)



Race
+
0.534***
0.203
6.147
0.223*
0.087
1.92





(.087)


(.116)



Education
-
-0.037
-0.054
-1.58
-0.021
-0.033
-0.75





(.023)


(.028)



Income
-
-0.044**
-0.075
-2.21
-0.019
-0.033
-0.77





(.020)


(.025)


Party Variables



Winner
+
---
---
---
0.553***
0.296
6.44








(.086)



Minor Party
+
---
---
---
0.148
0.025
0.59








(.250)



Party Closeness
+
---
---
---
0.242*
0.069
1.65








(.147)


Constant

2.618***

13.51
2.123***

8.59

R2


.081


.143




Model 2, the party preference model, also had similar results in Australia and Ireland. The slopes on the demographic variables fell from statistical significance, except for income in Australia retaining a significance level of .05. In both Ireland and Australia, the slope of the minor party dummy variable was small and had no significance, as expected. The winner dummy variable had a much higher slope than the other variables and was significant at the .01 level for both countries as well.  Party closeness had little association with satisfaction levels (.1 significance in Australia only).


Once again, the United States differed from the two countries that use preferential voting in the party preference model. First, the slope of the winner dummy variable was larger (significant at the .01 level) than the same variable in Australia and Ireland. This was expected based off the findings from the Anderson and Guillory study (1997). They found that winners in majoritarian systems were more satisfied than winners in preferential systems and this goes along with their results. The minor party dummy variable had a small slope that wasn’t significant but this was expected because of the very small N. Nonetheless, the slope for this variable was slightly larger in the U.S. than in Ireland and Australia. It would be worthwhile to see if this would change with a larger sample of minor party preferences in the United States. Finally, the party closeness dummy variable had a higher slope than the same variable in Australia and Ireland (significant at the .10 level). 


Overall, the party preference and demographic variables combined showed little association to satisfaction with democracy in Ireland. This means that satisfaction levels vary minimally along these lines in Ireland, the most preferential of the three countries. Australia had similar results but with a significant association found in the income and party closeness variables. The United States differed the most with significant associations found in age, race and party closeness. All three countries had a significant and positive association between the winner dummy variable and satisfaction with democracy. 

Conclusion 


Despite theories that preferential voting causes higher levels of citizen satisfaction with democracy, the United States still equal or higher levels of satisfaction with democracy than exist in Ireland and Australia.  However, in the United States satisfaction is more dependant upon various demographic categories and whether or not one supports the winning party.  Also the number of those who preferred a minor party are drastically higher in Ireland and Australia indicating that their system allows for more party options. 

In order to better understand the relationship between citizen satisfaction with democracy and electoral systems, we must examine strategic voting. I attempted this in my study but data for minor party preferences in the United States the CSES data set is very limited.  And since strategic voting happens the most in minor parties under majoritarian systems, such as that in the United States, there is more research to be done on this question.  

Breaking down citizen satisfaction levels along the lines of strategic voting is important because advocates for preferential voting boast that this system is better because it eliminates the idea of “wasted votes”.  If  those who voted sincerely for a minor party and still lost (or wasted their vote) are more satisfied than those who voted strategically and lost, this would work in favor of preferential voting advocates. 


Also, another avenue to study would be the local usage of IRV in the United States. Currently research is limited on the effects of IRV in the United States.  As the number of jurisdictions using Instant Runoff in the United States increases, so will the opportunity to study voter satisfaction. 

Data Appendix
Note: All the variables in my study are found in the 2006 Comparative Study of Electoral Studies data set. In the United States and Australia, the survey was conducted during their 2004 national elections. Ireland’s survey was conducted during their 2002 national election.

Dependent Variable
Citizen Satisfaction with Democracy: Satisfaction means measured by response to the question: On the whole, are you 1. very satisfied, 2. fairly satisfied, 3. not very satisfied, or 4. not at all satisfied with the way democracy works in [country]? Mean values can range from 1 to 4 (satisfied to not very satisfied).

Independent Variables
Demographic Control Variables:
· Age: Interval/ratio

· Gender: Coded 0=male, 1=female.

· Education: Ranges from 1-8 with 1= less than secondary complete to 8=University grad. 

· Income: The ordinal variable is broken up into quintiles. 1=lowest to 5=highest. 

· Race: The dichotomous variable is coded 0=white, 1=African American. This variable is only used in U.S. analysis because it was omitted from Ireland and Australia’s survey.

Party Preference Variables:
· Winner: This variable is based off the response to: What political party do you feel closest to? It is recoded as a dichotomous variable so that  0 = prefers winning party, 1= prefers other. (Australia: 0=Liberal Party of Australia, 1=Other. Ireland: 0=Fianna Fail, 1= Other. U.S.: 0=Republican, 1= Other)
· Minor Party: This variable is based off the response to: What political party do you feel closest to? It is recoded as a dichotomous variable so that  0=prefers major party, 1=prefers minor party. (Australia: 0=Liberal Party of Australia and Labor Party, 1= Other. Ireland: 0=Fianna Fail and Fine Gael, 1= Other. U.S.: 0= Republican and Democrat, 1= Other)
Closeness: This variable is based off the response to: How close do you feel to [party preference]? 1=close, 2=somewhat close, 3=not very close. It is recoded as a dichotomous variable. 0=close or somewhat close, 1=not close
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the American News Media and Minority Tyranny
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Investigations into minority tyranny, specifically by Alexis de Tocqueville (1835, 1840) and Elisabeth Noelle-Neumann (1984), hinge on the argument that well organized minority groups are able to control the opinion of the disperse and disorganized majority.  Within political science literature concerning framing, priming, and agenda-setting, the mass media has been viewed as the minority group able to shape public opinion.  Drawing on Cook’s (2005) institutional model of the media, this study argues that the causal model of public opinion formation actually begins with the government, which frames, primes, and agenda-sets for the mass media. This model of public opinion formation is empirically tested comparing the neoconservative rhetoric of President Bush’s foreign policy oriented speeches with New York Times articles pertaining to the same topic and from similar time periods.  Bush’s speeches were coded by words, word senses, or sentences that reflected discrete categories, which were developed to embody prominent themes within neoconservative thinking concerning foreign policy, such as unipolarity and preemptive war.  The coding scheme used for the New York Times articles was more complex than for the speeches.  Using latent content analysis, articles were not only coded by paragraph for their expression of neoconservative categories, but also were coded for tone vis-à-vis the neoconservative categories (negative, neutral or positive) and level of critique of the article’s topic (critical or conduit).  The findings show that the media largely behaves as an uncritical conduit for the administration’s perspective, supporting the model’s causal link between the government and the mass media.  Further, the findings serve to complicate the belief that there is a widespread liberal media bias, as the New York Times, perceived as centrist or leftist, is shown to have tactically and explicitly supported the Bush administration during the lead-up to the war.     

Introduction


Tyranny of opinion in democracies is typically examined in relation to majority rule.  However, political thinkers such as Alexis de Tocqueville and more recently Elisabeth Noelle-Neumann have revealed that the tyranny of the majority is often a phenomenon reflecting minority opinion.  Tocqueville provides a theoretical framework accounting for how minority rule may occur, yet the specific method by which a powerful minority shapes opinion— particularly the coincidental or intentional shaping of mass opinion through framing and priming— needs to be investigated through the lens of current American society.  In the last decades of the twentieth-century, political scientists have further speculated that powerful political players may, wittingly or not, create the aura of public consensus by framing mass opinion to reflect the beliefs of a narrow segment of the public (Allen et al. 1994).  Such incidental agenda-setting and shaping of opinion or even purposeful manipulation of mass opinion is hypothesized as more easily accomplished in a highly centralized institutional setting, returning to the source of Tocqueville’s original conjectures about the character of mass opinion in an age of equality and administrative centralization (Allen 1991).  Ultimately, these investigations will inform the question: how can powerful minority groups, specifically the government, control public opinion in American democracy today? 


To examine this question, Tocqueville’s work on tyranny of opinion is first investigated, through a comparison of his analyses of revolutionary America and France.  Then the thematic thread between Tocqueville and Noelle-Neumann, who applied Tocqueville’s ideas to a twentieth-century context, is explicated.  After developing their models of minority tyranny, the current literature pertaining to the role of the media is assessed, specifically focusing on the media as an institution, and the agenda-setting, framing, and priming functions of the media.  While the literature establishes one causal model of pubic opinion formation, I problematize the model and propose a new link in the causal chain.  Specifically, as opposed to viewing the news media as the causal agent affecting public opinion formation through agenda-setting, framing, and priming, I argue that the government actually agenda-sets, frames, and primes for the news media, which in turn affects public opinion formation.  To illuminate this causal relationship, an empirical test is conducted to reveal the degree to which the neoconservative minority opinion in the current Bush administration has been able to frame, prime, and agenda-set for the New York Times.  Following is a description of the qualitative methodology, in which both Presidential speeches and New York Times articles from similar time periods were analyzed and coded.  Next is a presentation of the findings, which I argue support the hypothesis, and a discussion of the implications of the results concludes the work.   


Tyranny of Public Opinion: Tocqueville’s Insights


Alexis de Tocqueville was a lover of liberty and a sober critic of democracy, which he believed to be the most significant revolution of all time.  He perceived an epic seven-hundred-year unfolding of this phenomenon, in which each phase brought humankind closer to a pure manifestation of democracy, defined as equality of social conditions (Tocqueville [1835] 2000, 2, 6-7).  Through the lens of both the American and French revolutions, Tocqueville investigated democracy’s fundamental elements, as well as revealed its inherent weaknesses.  These vulnerabilities, implied through his observations of America and demonstrated by his study of the French Revolution, resonate in American politics in an era when the foundations of democracy are being threatened as Tocqueville suggested they might. 

            Tocqueville’s America: Seeds of Sovereignty, Seeds of Tyranny 


In order to understand the political culture of the Americans, it is necessary, according to Tocqueville, to examine the nation’s point of departure. Tocqueville argued that the point of departure of a nation is the most important element that accounts for its character, as it renders each culture’s circumstances contextualized and esoteric.  He maintained that America’s point of departure proves it to be an exceptional case in that its beginnings are recent and known (Tocqueville [1835] 2000, 28, 390).  Self-consciously creating a society based on equality of conditions, the culture of the Puritans essentially shaped the American point of departure (Tocqueville [1835] 2000, 266-267).  Puritans, a particular group of Reformed Protestants, are responsible for the covenant tradition in America.  Foedus, Latin for covenant, lay the foundation for foederal and modern federal institutions. As both Althusius and Ames, sixteenth-century foederal theorists whose work influenced the American Puritans, explained, “participation in the communication of justice was the most basic obligation to be assumed by autonomous moral beings that exercised consent in all things, including accepting the covenant offered by God” (Allen 2005, 133).  As humans have willingly accepted the covenant offered to them by God, they likewise replicate this relationship in society through willingly accepting society’s covenants, i.e. by voluntarily entering into associations.  Essentially, covenant thinking informed the idea of social volunteerism through its religious roots.  Further, the “moral theory of civic duty” inherent in covenant thinking, shaped the nature of volunteerism in American society, translating the moral obligation to God into a moral obligation to others in society on both a public and private level (Allen 2005, 135).  This ethos shaped American political culture, inculcating the habits of “civic engagement, self-reliance, and political virtue,” the essential mores that Tocqueville so emphatically described as constituting the essence of the Americans (Allen 2005, 182). 

The American political culture, in which the “public [was] engaged in solving its problems,” stressed the importance of participation and thus of being informed (Allen 2005, 138).  People actively and freely participated in their political lives on a local level through associations, which Tocqueville described as “great schools, free of charge, where all citizens come to learn the general theories of associations” (Tocqueville [1840] 2000, 497).  Associations encouraged the use of public reasoning, which together were particularly necessary as a “guarantee against the tyranny of the majority” (Tocqueville [1835] 2000, 183).  Public reasoning was markedly different than the potentially tyrannical expression of popular or private opinions, as it “implied that principles and practices would be consciously adopted, articulated, and evaluated” (Allen 2005, 183). Not only was the scientific method of public reasoning far “superior to the vagaries of the climate of opinion,” but it moreover provided people with the opportunity to join together and create common action, combating the negative effects of individualism, alienation, and isolation (Allen 2005, 183).

Still, Tocqueville observed that “no guarantee against [the tyranny of the majority] may be discovered” (Tocqueville [1835] 2000, 242).  The principle of equality encourages the “dogma of the republic,” namely that “the ‘people’ is always right,” enabling a fundamental threat to liberty, which Tocqueville named democratic despotism (Allen 2005, 165).  Tocqueville’s logic runs as follows: as American political culture is centered on equality, individuals see themselves in relation to other individuals as equals, yet they feel that there is no impetus for obedience or admiration of others who are like themselves, while simultaneously feeling alienated from other individuals with whom they are not necessarily socially tied (Tocqueville [1840] 2000, 482-484).  Further, these same individuals see themselves in relation to the mass of other individuals, i.e. public opinion, as insignificant.  The majority, who are by democratic definition always right, consequently renders the individual isolated and helpless, impotent in the face of the majority’s will.  This fear leads to a false salvation through submission to a caretaker government, in which power becomes concentrated and augmented (Tocqueville [1840] 2000, 661-665).  This, Tocqueville cautions, is the path to democratic despotism.  Although it may seem as if the Puritan’s volunteeristic and covenantal framework would be sufficient to combat the tyranny of the majority, Tocqueville argues that equality, by its very nature, leads in this dangerous direction.  As people became increasingly equal, “democracy’s twin psychological effects, individualism and conformity,” grew, creating a society in which individuals were both alienated from others and powerless in the face of the majority (Allen 2005, 168).  The oppressive centralized caretaker state seemed to be, at least to Tocqueville, inevitable.            

          L’ancien Régime and the French Revolution: Exit Local Liberties, Enter Tyranny     of Public Opinion
In the history of France, the fears that Tocqueville had about America concerning the tyranny of the majority and of public opinion were born out in a different manner, yet yielded the same result.  Whereas in America equality of conditions served as the point of departure for its democratic revolution and was followed by centralization, the causal order in the French Revolution was reversed.  Centralization, Tocqueville argued, was the point of departure for the French Revolution, which he contended began during l’ancien régime and gave rise to the fundamental mores shaping the course of the French Revolution.  The centralization that had occurred during the old regime established conditions conducive to the tyranny of public opinion as well as powerful minority rule that were prevalent during the Revolution.  A salient figure in Tocqueville’s exploration of centralization is Turgot, a royal minister, who Tocqueville names “the father of centralization” (Tocqueville 1998-2001, 324).  Turgot essentially helped to increased bureaucratic centralization through the reduction of local governance and participation. As Tocqueville explains,  “To do good for the citizens without their participation is his theory…” (Tocqueville 1998-2001, 326). The increase in centralization and decrease in self-governance had a twofold effect.

First, the complete disconnection that most people experienced with their political world combined with their inability to participate in any real way in their own governance created a climate conducive to the tyranny of public opinion.  Not only were the people poorly informed, thus developing ignorant and experientially baseless opinions, but the power of public opinion grew, as it was the people’s only political recourse, superficial and unrealistic though it may have been.  Opinions had once been based on some level of political experience connected to local governance.  The province of Languedoc, for example, enjoyed much “provincial freedom…under the old regime,” yet lost its freedom to the centralization of royal power (Tocqueville [1856] 1998-2001, 250).  In Languedoc, there was an assembly of “important men… in which no official of the central government…could take part, and where annually the province’s special interests were discussed freely and openly” (Tocqueville [1856] 1998-2001, 251). Further, the province paid for and executed many public works.  Finally, the province had an extreme degree of freedom concerning royal taxes, of which it “had the right to raise a part” of, as well as raise taxes as it wished for paying its local expenses (Tocqueville [1856] 1998-2001, 251).  Consequently, it spent an enormous amount on public works, using its local freedoms to benefit the local community.  “The government and its ministers, however, looked at such special freedoms with a very jaundiced eye,” and the centralization that they promoted came to destroy the very freedoms and habits that, according to Tocqueville, could have peacefully led to democracy (Tocqueville [1856] 1998-2001, 254).  Instead, the experience of self-governance was stripped from the people, who no longer had a practical basis for their opinions.  Essentially, “public opinion became a legitimate source of authority in an institutional environment that offered the developing democratic political culture centralization in place of local liberty” (Allen 2005, 171).  It is important to note that this effect permeated not only the poor, but moreover most classes of society.  As Tocqueville explains, “Absolute power makes everyone deteriorate: the vulgar man in giving him the soul of servitude, and superior men in depriving their minds of the experience that freedom gives” (Tocqueville1998-2001, 338).  The force of centralization in France truly was equalizing, creating conditions in which the ignorant masses followed the experientially baseless political ideas of the literati.  These factors, Tocqueville argued, led to the failure of the Constituent Assembly and to the Terror (Tocqueville 1998-2001, 118).

Further, as people lost their capacity for self-governance— a result of centralization and the consequent reduction of local governance— they were prepared for political tyranny (in this case, absolutism).  “The habit acquired by the lower classes of seeing everything done by a single man, to expect everything from him and to obey his will in everything,” Tocqueville explained, was “preparation for the Revolution and for that which would follow it” (Tocqueville 1998-2001, 321).  Ultimately, Tocqueville looked to the coalescence of these factors, namely the rise of centralization, decline of local liberties, and the tyranny of public opinion, to explain the ascendancy and power of Napoleon Bonaparte, demonstrating, much as he saw in America, how powerful minority rule is born from the democratic womb.  Although the causal chain leading to the rise of Bonaparte was the opposite of that which Tocqueville observed in America, both led to the same result: democratic despotism.      

            The Ascendancy of the Minority: Tocqueville and Noelle-Neumann


Through the concerns that Tocqueville developed about the tyranny of the majority in America and the damaging effects that he saw it to have in France, he developed a theory of public opinion.  Particularly through his observations on the turning tide of public opinion against the Catholic Church during the French Revolution, Tocqueville concluded that individuals develop opinions based on what they perceive to be the “popular standard (or coming fashion)” as opposed to what they actually believe (Allen 2005, 179).  Essentially, individuals self-censor when they do not think that their opinions will be in the majority.  Thus, those in the alleged minority silence themselves.  Conversely, those who believe their opinions to be in the majority have their beliefs reinforced as the opposing idea is not voiced, and they become more confident and extreme in their point of view.  This self-reinforcing cycle ultimately creates a public opinion that “may reflect no conscious consideration of issues at all” (Allen 2005, 180). More fundamentally, as the vast majority of the public is unsure of and unclear on the state of political society or the true prevailing opinion of the public, the minority has an opportunity to promote their ideas through the vehicle of “the overwhelming moral power of a democratic majority” (Allen 2005, 187).  Thus the seeming “majority” view is actually, in many cases, the position of a minority.  Essentially, Tocqueville demonstrated that the tyranny of the majority had become a tool used by the minority to wield an unruly and uncanny level of political power.  

This process has also been investigated in the past century by Elisabeth Noelle-Neumann, which she terms the spiral of silence.  Like Tocqueville, Noelle-Neumann conceptualized the rule of public opinion in such a manner revealing that the tyranny of the majority can very easily be the rule of a minority, which she terms the spiral of silence.  As Noelle-Neumann explains, the spiral of silence operates based individuals’ ability to sense changes in the climate of opinion and to respond to these changes (Noelle-Neumann 1984, 62).  When individuals experience feedback, hearing their opinion voiced to them by others or by the mass media— a measure of public opinion— they become more confident in their point of view and therefore express it (Noelle-Neumann 1984, 25-26).  Conversely, “If people find no current, frequently repeated expression for their point of view, they lapse into silence; they become effectively mute” (Noelle-Neumann 1984, 173).  Their silence is, Noelle-Neumann argues, due to individuals’ “fear of isolation, fear of disrespect, or unpopularity” (Noelle-Neumann 1984, 62).  The mass media plays a central role in this process, as it constructs reality as perceived by many people, and thus constructs their view of public opinion.  As Noelle-Neumann explains, “what does not get reported does not exist,” demonstrating the fundamental agenda-setting function of the media (Noelle-Neumann 1984, 150, 153). Both Noelle-Neumann and Tocqueville demonstrate that it is possible— if not probable— that the dominant public opinion expressed in a democratic society is that of a minority.  By combining their respective ideas with Timothy Cook’s idea of media as institution, as well as by reconceptualizing the accepted views of agenda-setting, framing, and priming in relation to the media, we can build a model explaining how powerful minority groups can control public opinion in democracies.  

Role of the Media: Literature Review

Media as Institution: Agenda-Setting by the Government

Conceptualizing the media as an institution not only provides a useful theoretical framework in which to understand the agenda-setting function of the media, but also illuminates the manner in which powerful minorities can dominate the public discourse and thereby shape public opinion.  Political scientist Timothy Cook argues that the institutional nature of the media creates embedded biases in its functioning.  Cook outlines the central components of the media’s institutional nature.  

The news media is an institution, Cook explains, as it functions based on “unspoken procedures, routines, and assumptions” (Cook 2005, 71).  This system creates an environment in which journalists make choices that are “implicit in the routines they follow rather than explicit;” for example, they look to other news sources to determine what is news, they “go where the news is expected to happen, they rely on sources in a position to know, [and] they assemble the resultant bits and bites of information into a coherent and satisfying account” (Cook 2005, 73). 

Further, the news is an institution because it has “endurance over time and extension across organizations” (Cook 2005, 76).  All newsmakers are affected by three elements: the political environment, professionalism, and uncertainty. Concerning the political environment, Cook explains that the news media rely on “official sources to benefit from information subsidies, which gives them all a similar reliance on political power” (Cook 2005, 76).  Additionally, all journalists are held to the same professionalism standards of objectivity and impartiality.  Finally, and perhaps most important among the three, is the uncertainty that permeates journalism “over what is news, who makes news, and how to produce it” (Cook 2005, 78).  Uncertainty leads to pack journalism, the desire to stay in line with the reporting of other journalists for fear of straying from the ‘right’ interpretation of events, and pool journalism, in which journalists rely on one another for stories so as to reduce uncertainty.  Both pack and pool journalism lead to homogeny of coverage, minimal risk-taking, and a generally limiting perspective on news.    

Finally, Cook argues that the relationship between the government and journalists further institutionalizes the news media.  On multiple levels, the government relies on the news media to disseminate the news: it is practical, the news media are tied to the government via subsidies, and, most significantly, there exists a “philosophical agreement… that the government does and should rely upon the news media to disseminate the news… [i.e.] governmental information” (Cook 2005, 83).  This relationship implies three dominant roles for the news media: adversary, neutral disseminator, or interpreter of “policy processes and problems and government claims” (Cook 2005, 83).  As we will see, the media typically takes up the latter two roles, and only very seldomly acts adversely, due to further implications of its institutional structure.  

The central implication of the institutional role of the news media is that the government’s perspective is consistently privileged.  The privileging of the government point of view is a recurring theme in each of the three aforementioned explanations of the news media as institution.  By relying on sources that allegedly know and by going to places where news allegedly happens, journalists often use the same group of powerful political players to inform their news stories.  Pertaining to professionalism, as journalists ignore their own point of view, other value systems can easily creep into their reporting of the news, further creating unconscious biases.  Most significantly, the relationship between journalists and political sources leads to negotiation over news making.  On one hand, reporters require “‘authoritative sources’” for their stories, reflecting and reinforcing notions of authority (Cook 2005, 91).  Seeking these types of sources is institutionally encouraged because they offer credibility to reporters’ work and provide a consistently accessible source that saves journalists time and effort.  Additionally, this relationship gives the officials power as the journalists rely on them.  On the other hand, journalists must report issues that are “linked to journalistic criteria for quality news,” namely that stories are “important and interesting,” qualities that officials can lend to stories (Cook 2005, 91, 108).  The relationship between officials and journalists creates news that “is a constant if rarely conscious coproduction” (Cook 2005, 109).  Ultimately, this structurally-informed relationship creates a bias in the news, specifically one that concentrates “on the events, ideas, preoccupations, strategies, and politics of powerful officials,” giving the news not only a political bias but moreover a governmental one (Cook 2005, 111).  As such, the media typically do not take on an adversarial role vis-à-vis the government, but act either as neutral disseminators or interpreters of governmental actions.  

Further, Cook’s model has consequences for the agenda-setting function of the media.  Agenda-setting has typically been examined within the relationship between the news media and public opinion formation.  Iyengar and Kinder define the agenda-setting hypothesis as “those problems that receive prominent attention on the national news become the problems the viewing public regards as the nation’s most important” (Iyengar and Kinder 1987, 16).  McCombs and Shaw take a more psychological perspective, but essentially point toward the same definition.  They define agenda-setting as the “ability to effect cognitive change among individuals, to structure their thinking,” further describing it as conceptualizing a causal relationship between the “increased salience of a topic or issue in the mass media” which results in “the salience of that topic or issue among the public” (McCombs and Shaw 1984, 66, 69).  Alger defines it similarly, explaining that “the agenda-setting hypothesis… suggests that the news media may not directly affect how the public thinks about political matters, but it does affect what subjects people think about….” (McCombs and Shaw 1984, 126).  Essentially, agenda-setting focuses on the capacity of the press to “define political reality” for the public (McCombs and Shaw 1984, 71). 

The literature on agenda-setting, as we will soon see with the literature on framing and priming, focuses on the causal relationship between the news media and public opinion.  This relationship has typically been seen as the only link in a two-part causal model creating public opinion.  Cook’s institutional model, however, emphasizes the important agenda-setting role that the government plays vis-à-vis the news media.  Taking Cook’s work a step further, I propose a new model of public opinion formation. There is not simply a two-part causal relationship producing public opinion, but instead a causal chain, with the relationship between the government and the news media as the first link.  By examining agenda-setting, framing, and priming under this more comprehensive rubric, we can more fully understand the manner in which public opinion is generated.  

Reconceptualizing Framing and Priming


Once we redirect our perspective away from the relationship between the news media and the public and toward the government and the news media, we can reconceptualize the literature on both framing and priming.  

Examining the social psychology literature on framing is a useful starting point to understand how it is employed in the realm of political science.  Framing is defined as the manner in which information is presented, and is thus used by social psychologists to understand the bearing that context has on people’s evaluative processes.  Tversky and Kahneman, for example, examine respondents’ reaction to either a survival frame or mortality frame concerning lung cancer statistics, with the same information enumerated under each frame.  They found that respondents preferred the survival frame even though the information presented under each frame was identical, illustrating framing effects (Tversky and Kahneman 1986, 254-255).  Iyengar examines the context in which information is presented through the lens of political science, defining framing as “the specific concepts and terms used to present choice or decision options” (Iyengar 1990, 20).  Investigating the effect that the presentation of poverty in the mass media (both broadcast and print media) has on respondents’ conceptualization of the poor, Iyengar concluded that respondents attributed the responsibility of poverty to the individual when exposed to episodic reports, which focused on specific cases, whereas respondents attributed the causes of poverty to societal ills when exposed to thematic reports, which emphasized general trends (Iyengar 1990, 34-35).  Thus Iyengar asserts that framing in the mass media “exerts powerful effects on judgment and choice” (Iyengar 1990, 20). Entman’s work on framing supports Iyengar’s assessment of framing.  According to his definition,  “to frame is to select some aspects of a perceived reality and make them more salient in a communicating text, in such a way as to promote a particular problem definition, causal interpretation, moral evaluation, and/or treatment recommendation for the item described” (Entman 1993, 52).  Entman notes that a “frame in a news text is really the imprint of power— it registers the identity of actors or interest that competed to dominate the text,” as well as recognizes that journalists can “convey a dominant framing of the news text that prevents most audience members from making a balanced assessment of a situation” (Entman 1993, 55-56).  Both of these insights imply the need to examine framing within the relationship between the government and the news media.  Essentially, Entman implies that frames can be created not only by the news media, but also by the government, an interesting but under investigated area of the literature.    


Like framing, it is useful to examine the literature on priming both through the lens of social psychology and political science.  Social psychologists fall into two general camps concerning priming.  The cognitive camp uses the concept of priming to assess the relationship between attitude and behavior, which is seen as mediated by conceptual categories.  As Fazio et al. explain, some attitudes can be accessed from memory more easily than others, whereas other attitudes are merely available.  Essentially, Fazio argues that the strength (or weakness) of attitude accessibility is an important factor in determining if an individual will act on the attitude that he or she holds.  The stronger the attitude, the more easily it is accessed, and the more likely the individual will act on it (Fazio et al. 1982, 340-341).  Those attitudes that are not as readily accessible but are simply available must be primed, which Herr, Sherman, and Fazio define as the “activation of a category by unobtrusive exposure to exemplars of that category” (Herr, Sherman, and Fazio 1983, 323).  The affective camp, on the other hand, moves away from examining the conscious to the unconscious, or away from investigating cognitive responses and toward analyzing affective responses to symbols (Edelman 1967; Lane and Sears 1964).  These notions of priming have yet to fully permeate the political science literature on priming, which in large part is conflated with the political science literature on agenda-setting.  As Alger defines it, priming “‘[draws] attention to some aspects of political life at the expense of others’” (Alger 1989, 127).  Iyengar and Kinder echo this characterization of priming through their definition: “By calling attention to some matters while ignoring others, television news influences the standards by which governments, presidents, and candidates for public office are judged” (Iyengar and Kinder 1987, 63). Not only do Iyengar and Kinder emphasize standards, but also explain that “problems covered by television news become more accessible and therefore more important in the viewer’s political calculus” (Iyengar and Kinder 1987, 70).  Essentially, the news media primes attitudes, usually about political or social issues, not through controlled experiments (as in the social psychology literature) but through its sheer ubiquity.  Although these definitions are almost indistinguishable with those of agenda-setting, the political science literature on priming, like the literature on agenda-setting and framing, emphasizes the relationship between the news media and public opinion.  And, as for both agenda-setting and framing, we can reconceptualize priming as it stands in the literature by viewing the government as the media has previously been viewed.  Based on Cook’s model, it is evident that the government is nearly a ubiquitous source vis-à-vis journalists.  It seems that the government establishes importance and places emphasis on certain issues, and the news media responds to this priming.  Once the news media’s attitudes are activated through governmental priming, behavior, or the act of covering stories in the news, soon follows. 

Hypothesis Elaborated: Explaining the Rule of the Neoconservative Minority 


The intersection of Tocqueville and Noelle-Neumann’s work on minority tyranny combined with the traditional literature on agenda-setting, framing, and priming opens a new area of study.  Through Cook’s institutional model of the news media, as well as through reconceptualizing the literature on framing and priming, a clear relationship between the government and the news media around these concepts emerges.  By investigating these ideas as they inform the relationship between the government and the news media, as opposed to the typical investigation of news media and public opinion, we can empirically test the influence of the powerful political minority of government on the news media.  This investigation is significant as it establishes a link in a causal chain explaining the creation of public opinion that has been previously ignored by the literature— the link between the government and the news media.    


This task is also relevant in light of the character of the American government during the past five years.  The Bush administration is not only highly media savvy, but moreover is deeply ideologically driven.  The ideology of neoconservativism, with powerful administration adherents such as Cheney, Rumsfeld, Perle, and Wolfowitz, pervades and informs the behavior of this White House.  I will show that this administration has, in effect, adopted the typical function of the media as defined by the literature.  Through examining Presidential speeches, I will demonstrate that this administration has developed a highly refined and specific set of frames, rooted in neoconservative ideology, that have furthered its ability to prime and agenda-set— for the news media.  I will then reveal the causal effect of the administration’s framing, priming, and agenda-setting on the news media by content analyzing a set of New York Times articles.  Ultimately, I will reveal that during the developing discourse of terrorism and the War in Iraq, the news media picked up on the framing, priming, and agenda-setting established by the administration, abandoning the critical role that the media ought to serve in a democracy, and instead facilitating the tyranny of a powerful minority.  Essentially, I will show that the news media is part and parcel to the spiral of silence that has occurred in the United States since September 11th.   

Methodology: Part One – Presidential Speeches

Speech Sampling 

To identify documents epitomizing the Bush administration’s foreign policy perspective, three specific criteria were used.  First, only Bush speeches were selected.  Presidential speeches not only represent a clear White House stance towards issues, but moreover serve as the public articulation of administration policy to the American people and the global community.  Press conferences, which were influenced by the questions of reporters and the presence of other political officials, and radio addresses, which, although publicly expressing the White House’s perspective, both largely repeated the themes of the speeches and, more importantly, do not receive as wide of coverage, were therefore both excluded.  Second, the set of eligible speeches were narrowed by selecting only those ones pertaining to foreign policy, terrorism, and the War in Iraq.  I further excluded speeches focusing on general Middle Eastern policy, such as the US’s stance towards Israel and Palestine, as these speeches did not directly pertain to terrorism and the War in Iraq.  Third, the set of eligible speeches was further narrowed by selecting those within the dates of 11 September 2001 and 12 September 2002.  These dates were chosen as they bracket the development of the Bush administration’s foreign policy discourse about terrorism, beginning with the terrorist attacks in New York and ending with Bush’s articulation of the policy of preemption to the international community at the United Nations.  These criteria produced a set of twenty-five speeches.  

Establishing Prominence 
After choosing these twenty-five speeches, the data was again narrowed by selecting for the most “important” of these speeches, which was defined through the lens of prominence of coverage.  Prominence was established by using the LexisNexis database to determine which speeches received the most coverage and saturation.  For each selected speech, the New York Times was searched during a two week time period after the speech was given, using the search terms “bush,” “remarks” or “speech” or “address,” and a date/day of the week entry (for example, “September 20” or “Sept 20” or “Thursday”).  Every hit that LexisNexis retrieved was skimmed in order to be certain that the search results were accurate, i.e. that the New York Times article actually referred to the given speech.  A second search for each speech was then conducted, including more specific search terms pertaining to the location, title, and/or subject of that speech.  Those search results were compared against the original hits in order to ensure that all relevant articles had been located.  This became the first prominence indicator— number of hits— which was entered into an Excel file.
  Next, the duration of coverage within the two-week time period that was searched was calculated for each article by counting the number of days within the two weeks that the speech was mentioned.  This number serves as an indicator of how sustained the coverage was of a given speech.  Finally, the percentage of articles referencing a given speech that appeared on the front page was calculated.  This statistic further established prominence by revealing more nuanced aspects of saturation: not only are more people exposed to the front page than other pages of the New York Times, but also people pay more attention to articles on the front page.  Using these three prominence indicators, the most “important” speeches were chosen.  The speeches that had roughly ten or more hits, sustained coverage through nearly half of the two-week time period, and over ten percent of coverage on the front page were selected.  The final dataset contained eight speeches.    


 Techniques of Content Analysis

After creating a sample set of Presidential speeches, the documents were read in order to discern the repetition of themes, words, and word senses that reflect specific elements of neoconservative ideology that exclusively pertain to foreign policy, the War in Iraq, and/or terrorism.  Additionally, the Presidential speeches that did not qualify as prominent, some press conferences, and a few radio addresses pertaining to the same topic and within the same time frame were read so that I was well versed on the Bush administration’s rhetoric.  I identified words, word senses, and entire sentences as the recording units, without coding every word in the text (Weber 1990, 21-22). This technique is much like the Key-Word-in-Context technique, except that I am using human-coding as opposed to computer-coding (Weber 1990, 44-49).  Although this may produce reliability problems, this technique enhances validity by examining the words in context so as to take into account “the variation or consistency in word meaning and usage” (Weber 1990, 44).  
Category Construction and Definition

Essentially, the categories that I have developed code instances of neoconservative ideology in the realm of foreign policy, specifically pertaining to the War in Iraq and terrorism.  These are imposed categories, developed in accordance with my theoretical scheme (Weber 1990, 37).  The categories were constructed through a careful reading of Presidential speeches, which was conducted through the lens of neoconservative ideology.  Additionally, the categories were constructed to be mutually exclusive, without overlap.  A full exposition of these categories and their ties to neoconservative ideology can be found in the Appendix. 

Coding Speeches

I coded the eight Presidential speeches by reading through them and selecting words, word senses, or sentences that reflect the themes of one or more of the categories that I have developed.  Coding was conducted in Microsoft Word, using the highlighting function to indicate which words and word senses were coded, as well as using the Index function to tag each word or word sense with a category and to create an index by category of the words, word senses and sentences.  

The following expert from the President’s address to the nation on the evening of 11 September demonstrates the coding method.

The search is underway for those who are behind these evil actsxe "Global Moral Polarity:evil acts". I've directed the full resources of our intelligence and law enforcement communities to find those responsible and to bring them to justice. We will make no distinction between the terrorists who committed these acts and those who harbor them (emphasis mine) (Bush 2001).

The phrase “evil acts” is coded as Global Moral Polarity, as it indicates the administration’s dualistic worldview of good and evil.  The sentence “We will make no distinction between the terrorists who committed these acts and those who harbor them” is coded as Preemptive War, as this sentence outlines the White House’s foreign policy concerning terrorism as conflating nation-states with terrorist groups and justifying the invasion of sovereign nations in the absence of the accepted norms of provocation.  
Methodology: Part Two – New York Times Articles


Article Sampling

After coding the Presidential speeches, I applied the neoconservative search terms to New York Times articles in order to demonstrate the influence of neoconservative ideology on journalists’ thinking about and conceptualizing of foreign policy pertaining to the War in Iraq and terrorism.  The New York Times was used as it is considered to be the nation’s paper of record, and because it is not seen to have a conservative or right-leaning bias— typically it is perceived as centrist to leftist.  This choice ensured that the results would not be skewed by using a biased source, such as The Weekly Standard or The American Prospect.  

I selected New York Times articles using ProQuest, searching during two-week periods following three specific dates.  First, the two-week period after 11 September 2001, the date of the terrorist attacks in New York City, was searched, using the search terms “Bush or Cheney or Rice or Rumsfeld or Powell” and “terrorist or terrorism or terror” and “‘9/11’ or ‘September 11’ or ‘September 11th’ or ‘al Qaeda’ or ‘bin Laden.’”  These terms were chosen as they require some reference to the administration and to the terrorist attacks or to the discourse of terrorism developed directly after the attacks.  Second, the two-week period after 12 September 2002, the date that Bush delivered his argument for preemptive war against Iraq to the United Nations General Assembly in New York, was searched using the search terms “Bush or Cheney or Rice or Rumsfeld or Powell” and “Afghanistan or Iraq or ‘al Qaeda’ or Hussein” and “‘weapons of mass destruction’ or ‘wmd’ or ‘wmd’s’ or terrorism or terrorist or terror.”  Again, these terms not only include some reference to the administration, but also incorporate terms relating to the specific nature of the events at that time, namely the war in Afghanistan, the conflation of al Qaeda and Iraq, and America’s international posturing over invading Iraq.  Third, the two-week period after 20 March 2003, the day that the United States invaded Iraq, was searched using the search terms “Bush” and “Iraq or Saddam or Hussein or war” and “‘weapons of mass destruction’ or ‘wmd’ or ‘wmd’s’ or terrorist or terrorism or terror.”  For each of these dates, very specific search terms were chosen so that the results would be pertinent to the topic. 

Creating a Data Subset 

As these articles were collected in ProQuest, they were imported into EndNote.  Using a more refined syntax, I was able to not only import the articles’ metadata, but also the full text of the articles and the day of the week the articles were published.  Once all the articles had been imported into EndNote, a universe of 483 articles was created.
  This sample set was then narrowed by over sampling articles printed only on Wednesday, Friday, or Sunday, as these days have the heaviest representation of news-related articles. These articles were then numbered 1 to 233, enabling me to apply a random numbers table to this subset of data in order to select 97 articles for coding (or 20 percent of the total 483 articles).  Although included in the database, all non-articles, such as letters to the editor and summaries, were omitted when amassing the 97 articles to code. 

Coding Articles

The coding scheme used for the New York Times articles was more complex than that for the Presidential speeches.
  Latent content analysis was used to discern the position that the New York Times took in relation to the administration’s stance on terrorism and the War in Iraq.  Latent content analysis is more useful in this instance than, for example, manifest searching for specific terms, as journalists are prone to reword and repackage ideas in a specific style— both journalistic and individualistic.  Because of the difference between Presidential language and journalistic language, pinning down manifestations of similar ideas was more accurately achieved by focusing on ideas over words.  

Each article was examined for metadata, with coding including title, author, date, placement in paper, and type (news, feature, op-ed).  Articles were excluded if they were not topically relevant.  Only six articles were not topically relevant, and although they were not coded, they were replaced through random selection to maintain the sample size.  Each article was then coded for tone, with the article as the unit of analysis.  Tone is defined as the stance of the article vis-à-vis the neoconservative categories that were constructed.  Tone could be negative, neutral, or positive.  Next, the articles were coded for level of critique, with the article as the unit of analysis. Level of critique was either critical or conduit, with critical stories defined as those offering two or more perspectives, or at least enough information for the reader to be capable of developing an informed opinion, whereas conduit articles either presented one side of the story or heavily privileged one point of view.  It is important to note that when coding both tone and level of critique, I attempted to be cautious and restrained in my judgments, erring on the side that would not substantiate my hypothesis.  Next, all experts that were cited or quoted in the article were coded.  Subsequently, the number of paragraphs that expressed any of the nine neoconservative categories was counted.  I followed the paragraph demarcation created by the New York Times, and each paragraph was coded more than once if it expressed more than one category.  For example, a paragraph could be coded both as Extreme Characterization of Adversary and as Under Attack.  Finally, different frames employed by the author were noted if the dominant frame was not expressed by one of the nine categories.  Some common alternative frames were economic or historical perspective. 


Although it is cumbersome to reprint an entire New York Times article, paragraph excerpts are useful to demonstrate the coding method.  

In the war on terrorism, President Bush leads a nation supportive of his general aims.  Few doubt the malevolence of Saddam Hussein or the dangers posed by weapons of mass destruction.  By engaging in public debate, by educating the American people and receiving the approval of their representatives, the president would only strengthen his hand. Cloaking himself in resolutions from his father’s presidency, Mr. Bush could have ordered an invasion.  But to do so without the considered judgment of his nation would only have fostered division at home and discomfort abroad.  On the other hand, the mightiness of a great democracy, moved by deliberation to unified action, can comfort its allies and caution its enemies (emphasis mine) (Schulman 2002, 5).

There are three frames used in this paragraph.  The use of “war on terrorism” indicates the category Extreme Characterization of Adversary, as the journalist is here adopting the language of the administration and thus agreeing that terrorism is the adversary and that a war on terrorism is at the very least possible if not desirable.  The sentence, “Few doubt the malevolence of Saddam Hussein or the dangers posed by weapons of mass destruction” demonstrates the Under Attack category as the journalist is unquestioningly agreeing with the White House that Iraq has weapons of mass destruction and is a threat to the United States.  The phrase “mightiness of a great democracy” falls in the American Exceptionalism category, as the journalist uses a superlative in asserting that America is, in fact, a ‘great’ democracy.  Next, we can glean a sense of the tone and level of critique of this article from this paragraph excerpt.  In this paragraph, the journalist takes a positive stance towards neoconservative ideology (as specified through the categories) though the adoption of specific language and ideas.  However, the level of critique is critical because the journalist attempts to examine different sides of the issue at hand— in this paragraph the journalist even recommends an alternative course of action to the President in pursuing national support for the War in Iraq.    

Findings

Taking Cues from the President


Through coding Presidential speeches, I found a strong and consistent expression of neoconservative categories.  Some categories were more prevalent than others.  Using a modified Word-Frequency List (think of it as a Category-Frequency List), I measured the relative strength of the nine categories (Table 1).  The modified method of measurement employed here accounts for the problem inherent in Word-Frequency Lists of counting thematic occurrences that may not be expressed with identical word choices, since I coded, and am thus counting, words, word senses, and sentences that express the categories (Weber 1990, 72-73).  The category most prevalent was Extreme Characterization of Adversary at 37.8 percent, with other categories considerably behind in representation. 

	Table 1: Neoconservative Categories in Presidential Speeches Breakdown 

(of 286 instances)

	Category
	Count
	Percentage

	Global Moral Polarity
	36
	12.6

	Unipolarity/Unilateralism
	3
	1.0

	Preemptive War
	6
	2.1

	Nationalism General
	27
	9.4

	American Exceptionalism
	14
	4.9

	Extreme Characterization of Adversary
	108
	37.8

	Under Attack
	48
	16.8

	Religion
	20
	7.0

	Community Values
	24
	8.4



The more intriguing and revealing results come from the coding of New York Times articles.  The coding of these articles makes it clear that the New York Times adopted, advocated, and legitimized neoconservative ideology and the specific agenda of the Bush administration after the terrorist attacks and directly after the invasion of Iraq to an extent that is both surprising, considering that the New York Times is often indicted as part of the ‘liberal media,’ and alarming as it is deemed the paper of record.  


 A simple comparison with the Presidential speeches is useful to demonstrate that the neoconservative categories were not only present in the New York Times articles, but moreover maintained a somewhat similar relative emphasis among the categories.  As evident in Table 2, the ranking of different neoconservative categories is similar.  For both Presidential speeches and New York Times articles, Extreme Characterization of Adversary is the most prevalent category, with 37.8 and 34.1 percent respectively.  Again, they both rank Under Attack second, although this category appears only 16.8 percent of the time in the speeches versus 30.7 percent in the articles.  Still, the similarities in emphasis of neoconservative categories suggests that the New York Times took cues from the administration’s rhetoric, placing a startlingly similar emphasis as the White House on specific ideological tenets.  Nonetheless, it could be argued that these similarities are only due to the New York Times’ responsiveness to current events, as these statistics do not indicate what position the New York Times took in relation to neoconservative ideology or to the White House.    

	Table 2: Neoconservative Category Percentage Breakdown – 

Presidential Speeches versus New York Times Articles 

	Category
	Presidential Speeches (of 286 instances)
	New York Times, by paragraph (of 460 paragraphs)

	Global Moral Polarity
	12.6
	3.3

	Unipolarity/Unilateralism
	1.0
	6.9

	Preemptive War
	2.1
	7.2

	Nationalism General
	9.4
	11.5

	American Exceptionalism
	4.9
	1.3

	Extreme Characterization of Adversary
	37.8
	34.1 

	Under Attack
	16.8
	30.7

	Religion
	7.0
	2.4

	Community Values
	8.4
	2.6



Revealing and Demonstrating the Bias in New York Times Articles

However, by examining the tone and level of critique of the New York Times articles sample set, the role that the New York Times played vis-à-vis the administration and its neoconservative underpinnings becomes evident.  Of the 97 articles that were coded, 42.2 percent of them supported the administration and neoconservative ideology in some fashion (Table 3).  I considered the articles coded as neutral conduit, positive conduit, or positive critical as supportive of the administration’s position.  Both the neutral and positive conduit articles serve to repeat the stance taken by the administration and/or certain lines of neoconservative thinking.  By giving an unfiltered version of these positions, with either a neutral or positive slant, the New York Times gave credence to these ideas.  Further, in those articles that were critical but came down in favor of the administration or neoconservative position, the New York Times again legitimized— as opposed to investigating or questioning— a powerful and dominant position.  This analysis shows that 42.2 percent of the articles supported the White House and neoconservativism, a startlingly large number in light of the reality that objective, fair journalism should produce nearly 100 percent of neutral and critical articles.  

	Table 3: Article Tone and Level of Critique Breakdown – 

Three Levels of Analysis (of 97 articles)

	Type
	Count (of 97 articles)
	Percentage

	Conduit
	31
	32.0

	Critical
	66
	68.0

	
	
	

	Negative Conduit
	0
	0

	Neutral Conduit
	2
	2.0

	Positive Conduit
	29
	29.9

	Negative Critical
	10
	10.3

	Neutral Critical
	46
	47.4

	Positive Critical
	10
	10.3

	
	
	

	All Conduit and Positive Critical
	41
	42.2

	Negative and Neutral Critical
	56
	57.7


Further, the New York Times privileged this slanted perspective through the physical placement of neutral conduit, positive conduit, and positive critical articles.  Although these articles make up 42.2 percent of the sample set, they constitute 66.7 percent of the articles on the front page (Table 4).  As previously noted, articles on the front page receive more attention as they are the easiest to see and, moreover, are invested with the highest level of importance (relative to the other articles in the paper).  Essentially, these slanted articles were privileged both absolutely, as any article on the front page would be, and relatively, as they were given more exposure in relation to their actual manifestation in the New York Times (42.2 percent).  These findings essentially reveal that the New York Times artificially emphasized the administration and/or a neoconservative perspective, creating a false sense of prevalence for the reader.  

In a similar vein, the type of articles that were most often coded as neutral conduit, positive conduit, and positive critical were news articles, again offering a veil of validity to this slanted perspective.  As Table 5 enumerates, 47.8 percent or nearly half of the news articles coded were neutral conduit, positive conduit, or positive critical, whereas editorials only had 33.3 percent, features 33.4 percent, and commentary/op-ed’s only 30.8 percent.  This is significant because news articles, much like front-page articles, are tacitly invested with a higher degree of credibility and legitimacy, and, specifically concerning news articles, objectivity.  Readers would more likely expect a commentary or editorial to be biased, but my data show that the opposite is true. New York Times news articles from 11 September 2001 to 3 April 2003 are biased nearly 50 percent of the time. 

	Table 4: Front Page Articles – Two Levels of Analysis (of 21 articles)

	Type
	Count (of 21 articles) 
	Percentage

	Neutral Conduit
	2
	9.5

	Positive Conduit
	10
	47.6

	Negative Critical
	1
	4.8

	Neutral Critical
	6
	28.6

	Positive Critical
	2
	9.5

	
	
	

	All Conduit and Positive Critical
	14
	66.7

	Negative and Neutral Critical
	7
	33.3



Alleging that the neutral conduit, positive conduit, and positive critical articles are biased is a serious indictment and must be further substantiated.  As detailed in Table 6, the neutral conduit, positive conduit, and positive critical articles account for 73.3 percent of the instances of neoconservative categories in the articles, which were coded by paragraph.
 This statistic suggests bias since the neutral conduit, positive conduit, and positive critical articles are biased because they most often employ one or more neoconservative framework, demonstrating that they have adopted the language and thinking of the administration and the perspective of an ideology.  Additionally, of the instances of alternative frames that were advanced by some articles, 93.7 percent of them were negative critical or neutral critical, furthering the point that these types of articles attempt to report objectively and critically, seeking out perspectives not prescribed by the White House, whereas neutral conduit, positive conduit, and positive critical articles fall short of these standard practices of journalism (Table 7).  

	Table 5: Article Tone and Level of Critique By Article Type* 

*Omitting two Interviews and one Art Review 

	News Articles (69 total)

	Tone and Level of Critique
	Count
	Percentage

	Neutral Conduit
	2
	2.9

	Positive Conduit
	23
	33.3

	Negative Critical
	4
	5.8

	Neutral Critical
	32
	46.4

	Positive Critical
	8
	11.6

	
	
	

	All Conduit and Positive Critical
	33
	47.8

	Negative and Neutral Critical
	36
	52.2

	
	
	

	Editorials (6 total)

	Neutral Conduit
	0
	0

	Positive Conduit
	2
	33.3

	Negative Critical
	1
	16.7

	Neutral Critical
	3
	50.0

	Positive Critical
	0
	0

	
	
	

	All Conduits and Positive Critical
	2
	33.3

	Negative and Neutral Critical
	4
	66.7

	
	
	

	Feature Articles (6 total)

	Neutral Conduit
	0
	0

	Positive Conduit
	1
	16.7

	Negative Critical
	0
	0

	Neutral Critical
	4
	66.7

	Positive Critical
	1
	16.7

	
	
	

	All Conduits and Positive Critical
	2
	33.4

	Negative and Neutral Critical
	4
	66.6

	
	
	

	Commentary and Op-Ed Articles (13 total)

	Neutral Conduit
	0
	0

	Positive Conduit
	3
	23.1

	Negative Critical
	5
	38.5

	Neutral Critical
	4
	30.8

	Positive Critical
	1
	7.7

	
	
	

	All Conduits and Positive Critical
	4
	30.8

	Negative and Neutral Critical
	9
	69.3


	Table 6: Neoconservative Category Expression by Article Tone and 

Level of Critique (of 460 paragraphs)

	Neutral Conduit (4 paragraphs total)

	Category
	Count
	Percentage (totaled for each section)

	Global Moral Polarity
	0
	

	Unipolarity/Unilateralism
	0
	

	Preemptive War
	0
	

	Nationalism General
	0
	

	American Exceptionalism
	0
	

	Extreme Characterization of Adversary
	4
	

	Under Attack
	0
	

	Religion
	0
	

	Community Values
	0
	

	
	
	Total = 0.9

	Positive Conduit (248 paragraphs total)

	Global Moral Polarity
	11
	

	Unipolarity/Unilateralism
	13
	

	Preemptive War
	9
	

	Nationalism General
	28
	

	American Exceptionalism
	4
	

	Extreme Characterization of Adversary
	85
	

	Under Attack
	88
	

	Religion
	8
	

	Community Values
	2
	

	
	
	Total = 53.9

	Negative Critical (23 paragraphs total)

	Global Moral Polarity
	1
	

	Unipolarity/Unilateralism
	1
	

	Preemptive War
	6
	

	Nationalism General
	3
	

	American Exceptionalism
	0
	

	Extreme Characterization of Adversary
	9
	

	Under Attack
	2
	

	Religion
	1
	

	Community Values
	0
	

	
	
	Total = 5.0

	Neutral Critical (100 paragraphs total)

	Global Moral Polarity
	1
	

	Unipolarity/Unilateralism
	11
	

	Preemptive War
	4
	

	Nationalism General
	15
	

	American Exceptionalism
	0
	

	Extreme Characterization of Adversary
	38
	

	Under Attack
	30
	

	Religion
	1
	

	Community Values
	0
	

	
	
	Total = 21.7

	Positive Critical (85 paragraphs total)

	Global Moral Polarity
	2
	

	Unipolarity/Unilateralism
	7
	

	Preemptive War
	14
	

	Nationalism General
	7
	

	American Exceptionalism
	2
	

	Extreme Characterization of Adversary
	21
	

	Under Attack
	21
	

	Religion
	1
	

	Community Values
	10
	

	
	
	Total = 18.5 

	
	
	

	All Conduits and Positive Critical Articles 

	
	
	Total = 73.3


	
Table 7: Alternative Frames by Article Tone and Level of Critique 

(of 32 instances of alternative frame expression)

	Type
	Count (of 32 instances)
	Percentage

	Neutral Conduit
	0
	0

	Positive Conduit
	1
	3.0

	Negative Critical
	5
	15.6

	Neutral Critical
	25
	78.1

	Positive Critical
	1
	3.0

	
	
	

	All Conduits and Positive Critical
	2
	6.0

	Negative and Neutral Critical
	30
	93.7


The Life Cycle of Spin: New York Times Bias Over Time

Viewing the development of biased articles during the period between 11 September 2001 and 3 April 2003, certain trends emerge.  During the first period of examination, 11 September 2001 and the two weeks following, half of the articles coded were either positive conduit or positive critical (there were no neutral conduit articles during this period) (Table 8).  Essentially, a reader had only a 50/50 chance of reading an objective, unbiased article during this period.  Further, neoconservative category expression during this period is very coherent, emphasizing the category Extreme Characterization of Adversary, which constituted 50.5 percent of category expression (Table 9).  The second most frequent category expressed, Nationalism General, composed a mere 10.8 percent of category instances.  Moreover, it can be argued that the emphasis on Extreme Characterization of Adversary correlates with the White House’s rhetoric at the time.  As demonstrated in Table 10, the neoconservative rhetoric coming from the administration emphasized the category Extreme Characterization of Adversary (32.4 percent of total category expression).  This correlation between the New York Times and the White House strongly suggests that the New York Times took cues from the administration, shaping its coverage of terrorism and the war to reflect the White House line.  


These trends continued during the second period of study, 12 September 2002 and two weeks following.  Again, half of the articles (52 percent) were positive conduit or positive critical (there were no instances of neutral conduit) (Table 8).  Again, neoconservative category expression is coherent, with Under Attack accounting for 48.3 percent of category instances and Extreme Characterization of Adversary accounting for 26.2 percent (Table 9).  Other categories were significantly less represented, with Unipolarity/Unilateralism coming in third with a mere 11.0 percent showing.  And, as during the 11 September 2001 period, the New York Times’ category emphasis mirrors that of the administration.  As Table 10 shows, the President’s rhetoric emphasized Under Attack most often, representing 52.0 percent of the neoconservative category expression, with Extreme Characterization of Adversary accounting for 40.0 percent.  Following suit, the New York Times emphasized Under Attack in 48.3 percent of all neoconservative category expression, with Extreme Characterization of Adversary accounting for 26.2 percent.  And, as in the President’s speech, the other category expression is minimal to non-existent.


In the final period of examination, 20 March 2003 and the two weeks following, however, these trends begin to change.  The percentage of neutral conduit, positive conduit, and positive critical articles drops by almost half to 27.8 percent, and thus negative critical and neutral critical articles dominate at 72.2 percent (Table 8).  Following this change, the coherence of neoconservative category expressions breaks down, with the most widely represented category, Under Attack, coming in only 35.4 percent of the time (Table 9).  Interestingly, other categories have a more significant showing than during the other two periods.  Nationalism General comes in with 18.8 percent, Preemptive War with 14.6 percent, and Extreme Characterization of Adversary and Alternative Frames are both expressed 11.1 percent of the time.  This last statistic is particularly interesting, as Alternative Frames only accounted for 4.9 percent and 4.1 percent of category representation in the two previous time periods, respectively.  Although I do not have Presidential speech rhetoric with which to compare these findings as I did not code any Presidential speeches after 12 September 2002, the increase of negative and neutral critical articles and the breakdown of strong neoconservative categories suggests that during this final period of study the New York Times began to report issues more objectively, withdrawing to some extent the carte blanche that it gave to the administration and its neoconservative ideology.
	Table 8: Article Tone and Level of Critique by Two Week Periods

	11 September 2001 Period (36 articles total)

	Type
	Count
	Percentage

	Neutral Conduit
	0
	0

	Positive Conduit
	14
	38.9

	Negative Critical
	3
	8.3

	Neutral Critical
	15
	41.7

	Positive Critical
	4
	11.1

	
	
	

	All Conduits and Positive Critical
	18
	50.0

	Negative and Neutral Critical
	18
	50.0

	
	
	

	12 September 2002 Period (25 articles total)

	Neutral Conduit
	0
	0

	Positive Conduit
	11
	44.0

	Negative Critical
	2
	8.0

	Neutral Critical
	10
	40.0

	Positive Critical
	2
	8.0

	
	
	

	All Conduits and Positive Critical
	13
	52.0

	Negative and Neutral Critical
	12
	48.0

	
	
	

	20 March 2003 Period (36 articles total)

	Neutral Conduit
	2
	5.6

	Positive Conduit
	4
	11.1

	Negative Critical
	5
	13.9

	Neutral Critical
	21
	58.3

	Positive Critical
	4
	11.1

	
	
	

	All Conduits and Positive Critical
	10
	27.8

	Negative and Neutral Critical
	26
	72.2


	Table 9: Neoconservative Category Expression by Two Week Periods

	11 September 2001 Period (204 paragraphs total)

	Category
	Count 
	Percentage

	Global Moral Polarity
	13
	6.4

	Unipolarity/Unilateralism
	6
	2.9

	Preemptive War
	4
	1.9

	Nationalism General
	22
	10.8

	American Exceptionalism
	4
	2.0

	Extreme Characterization of Adversary
	103
	50.5

	Under Attack
	20
	9.8

	Religion
	10
	4.9

	Community Values
	12
	5.9

	Alternative Frame
	10
	4.9

	
	
	

	12 September 2002 (145 paragraphs total)

	Global Moral Polarity
	2
	1.4

	Unipolarity/Unilateralism
	16
	11.0

	Preemptive War
	8
	5.5

	Nationalism General
	4
	2.8

	American Exceptionalism
	1
	0.7

	Extreme Characterization of Adversary
	38
	26.2

	Under Attack
	70
	48.3

	Religion
	0
	0

	Community Values
	0
	0

	Alternative Frame
	6
	4.1

	
	
	

	20 March 2003 (144 paragraphs total)

	Global Moral Polarity
	0
	0

	Unipolarity/Unilateralism
	11
	7.6

	Preemptive War
	21
	14.6

	Nationalism General
	27
	18.8

	American Exceptionalism
	1
	0.7

	Extreme Characterization of Adversary
	16
	11.1

	Under Attack
	51
	35.4

	Religion
	1
	0.7

	Community Values
	0
	0

	Alternative Frame
	16
	11.1


	Table 10: Neoconservative Categories in Presidential Speeches by Date

	11 September 2001 Period (data from two speeches, 74 instances total)*

	Category
	Count
	Percentage

	Global Moral Polarity
	12
	16.7

	Unipolarity/Unilateralism
	0
	0

	Preemptive War
	2
	2.7

	Nationalism General
	9
	12.2

	American Exceptionalism
	2
	2.7

	Extreme Characterization of Adversary
	24
	32.4

	Under Attack
	9
	12.2

	Religion
	13
	17.6

	Community Values
	3
	4.0

	
	
	

	12 September 2002 Period (data from one speech, 25 instances total)**


	Global Moral Polarity
	1
	4.0

	Unipolarity/Unilateralism
	0
	0

	Preemptive War
	1
	4.0

	Nationalism General
	0
	0

	American Exceptionalism
	0
	0

	Extreme Characterization of Adversary
	10
	40.0

	Under Attack
	13
	52.0

	Religion
	0
	0

	Community Values
	0
	0


*These two speeches are the Statement by the President in His Address to the Nation on 11 September 2001 and his Address to a Join Session of Congress and the American People on 20 September 2001. 

** This speech is President’s Remarks to the United Nations General Assembly on 12 September 2002.
Discussion and Conclusion 
My findings, which reveal that a powerful minority group in the government dictated the terms of terrorism and the War in Iraq to the news media, support the causal model of public opinion formation that I developed.  Fundamentally, the government agenda-set, framed, and primed vis-à-vis the news media concerning terrorism and the War in Iraq, which, as the literature theoretically implies, likely shaped public opinion concerning these issues.  Further, these findings offer new insights into Tocqueville and Noelle-Neumann’s claims concerning the rule of minority opinion by explaining how minority opinion comes to dominate in American society.  Tocqueville was rightfully concerned about the consequences of government centralization, democratic despotism, and the tyranny of the majority, which he believed often functioned in concert to produce a tyranny of powerful minority opinion.  Noelle-Neumann furthered these ideas by incorporating the role of the mass media, developing a model she termed the spiral of silence.  I have here attempted to take the next step in this on-going construction of the model of public opinion formation by incorporating the relationship of the government and the news media as the first link in the causal chain that ultimately plays out as Noelle-Neumann and Tocqueville described.  The contribution of my work is to further answer the question of how the tyranny of the minority is possible, a project that Tocqueville began by elaborating on the behavior of the individual, Noelle-Neumann furthered by investigating the behavior of the mass media, and I have continued through incorporating the role of the government into this process.  Not only does my model contribute to Tocqueville and Noelle-Neumann’s work, but it also offers a revision of the traditional model of public opinion formation prevalent in the literature, namely that the news media shapes public opinion.  Following the implications of Cook’s institutional model of the news media, I offer a new model, establishing a causal chain in which the first link is the relationship between the government and the news media, and the second is the link between the news media and public opinion formation.  

Still, my study is far from complete, and much work remains to be done on this topic.  Research into public opinion statistics during the time period examined in this paper would further my argument by empirically establishing the causal link between the news media and public opinion concerning this topic, which would further shed light on the model that I have proposed.  Additionally, increasing the sample set of New York Times articles could only increase the accuracy of my findings.  Further, investigating material from other print media and even broadcast media would offer a wider perspective of news media coverage of terrorism and the War in Iraq than I have provided.  Also, coding more Presidential speeches, particularly during the 20 March 2003 period, would further the comparative work I have done concerning the New York Times articles and Presidential speeches (see Tables 9 and 10).  Finally, my findings point to the need to research and code New York Times articles before 11 September 2001 in order to fully assess the degree to which the news media changed with the development of the discourse of terrorism, if at all.  


However, the importance of these findings is not merely theoretical and research oriented.  These findings are significant because they have a bearing on the political world in which we live.  My work shows that the Bush administration did in fact frame and prime as well as agenda-set for the New York Times after the terrorist attacks on September 11th through the beginning of the War in Iraq.  The repetition of the administration’s well-defined neoconservative frames implies that a highly and media savvy administration can effectively exploit the relationship existing between the government and the news media.  Further, the empirical reality of this relationship illustrates that the news media is part and parcel of the spiral of silence, playing a role quite opposite to what the free press ought in a democracy.  These findings are particularly compelling now that serious doubts about the role that New York Times journalist Judith Miller played vis-à-vis the administration have come to light.  My findings reveal that, much like Cook’s work demonstrated, the problem is not with one journalist, but is endemic in the institution of the news media and its consequent relationship with the government.  This problem cannot only be addressed in the world of research, but must also be confronted by journalists and policy makers alike, and, most importantly, by media consumers who must demand better from the news media for themselves and for their democracy.  

Bibliography

Abrams, Elliott, et al. “Statement of Principles.” Project for the New American Century. 

1997. 20 Sept. 2005 <http://www.newamericancentury.org/statementof principles. htm>.

Alger, Dean. The Media and Politics. Englewood Cliffs, New Jersey: Prentice Hall, 1989.

Allen, Barbara, Paula O’Laughlin, Amy Jasperson, and John L. Sullivan. “The Media and 

the Gulf War: Framing, Priming, and the Spiral of Silence.” Polity 27:2 (1994): 255-284.

Allen, Barbara. “The Spiral of Silence & Institutional Design: Tocqueville’s Analysis of 

Public Opinion & Democracy.” Polity 24:2 (1991): 243-267.

Allen, Barbara. Tocqueville, Covenant, and the Democratic Revolution: Harmonizing 

Earth with Heaven. New York: Lexington Books, 2005. 

Bush, George W. “Statement by President in His Address to the Nation.” 11 Sept. 2001. 

5 Oct. 2005 <http://www.whitehouse.gov/news/ releases /2001/09/20010911-16.html>.

Cook, Timothy. Governing with the News: the News Media as a Political Institution. 2nd 

ed. Chicago: University of Chicago Press, 2005.  

Dorrien, Gary J. The Neoconservative Mind: Politics, Culture, and the War of Ideology. 

Philadelphia: Temple University Press, 1993.

Drury, Shadia B. Leo Strauss and the American Right. New York: St. Martin’s Press, 

1997. 

Edelman, Murray. The Symbolic Uses of Politics. Chicago: University of Illinois Press, 

1967. 

Entman, Robert M. “Framing: Toward Clarification of a Fractured Paradigm.” Journal of 

Communication 43 (1993): 51-58.

Fazio, Russell H., Jeaw-mei Chen, Elizabeth C. McDonel, and Steven J. Sherman. 

“Attitude Accessibility, Attitude-Behavior Consistency, and the Strength of the Object-Evaluation Association.” Journal of Experimental Social Psychology 18 (1982): 339-357.

Halper, Stefan and Jonathan Clarke. America Alone: The Neo-Conservatives and the 

Global Order. Cambridge: Cambridge University Press, 2004.

Herr, Paul M., Steven J. Sherman, and Russell H. Fazio. “On the Consequences of 

Priming: Assimilation and Contrast Effects.” Journal of Experimental Social Psychology 19 (1983): 323-340.

Iyengar, Shanto. “Framing Responsibilities for Political Issues: the Case of Poverty.” 

Political Behavior 12.1 (1990): 19-40.

Iyengar, Shanto, and Donald R. Kinder. News that Matters: Television and American 

Opinion. Chicago: University of Chicago Press, 1987.

Kristol, Irving. Neoconservativism: The Autobiography of an Idea. New York: The Free 

Press, 1995. 

Lane, Robert E. and David O. Sears. Public Opinion. Englewood Cliffs, New Jersey: 

Prentice Hall Inc., 1964.

McCombs, Maxwell E. and Donald L. Shaw. “The Agenda-Setting Function of the 

Press.” Media Power in Politics. Ed. Doris A. Graber. Washington, D.C.: 

Congressional Quarterly Press, 1984.

Noelle-Neumann, Elisabeth. The Spiral of Silence: Public Opinion – Our Social Skin. 

Chicago: University of Chicago Press, 1984. 

The Power of Nightmares. Written and Produced by Adam Curtis. BBC Two, 2004. 

Schulman, Bruce J. “Building National Resolve by Talking About It.” New York Times 

15 September 2002: late ed., sec. 4: 5. ProQuest Newsstand Complete. ProQuest. 

Carleton College Gould Lib. 20 Oct. 2005 <http://proquest.umi.com>.

Tocqueville, Alexis de. Democracy in America. Trans. and Ed. Harvey C. Mansfield and 

Delba Winthrop. 2 vols. Chicago: University of Chicago Press, 2000. 

Tocqueville, Alexis de. The Old Regime and the Revolution. Ed. François Furet and 

Françoise Melonio. Trans. Alan S. Kahan. 2 vols. Chicago: University of Chicago Press, 1998-2001. 

Tversky, Amos and Daniel Kahneman. “Rational Choice and the Framing of Decisions.” 

Journal of Business 59:4 (1986): 251-278.

Weber, Robert Philip. Basic Content Analysis. 2nd ed. Newbury Park, California: SAGE 

Publications, Inc., 1990.  

	Tags
	Full Name and Definition
	Textual Instances 

(Search Term examples)
	Ties to Neoconservative Ideology

	GLOB MOR POL
	GLOBAL MORAL POLARITY: All words or word senses indicating moral polarity in global politics.  Including normative statements concerning the stance of other nations, verbs that denote how other nations should act, and instances of the imagery of polarity. 
	· Axis of evil

· choice

· dark

· no neutral ground


	Fundamentally, neoconservatives, like Leo Strauss, believe that the “human condition is defined as a choice between good and evil” (Halper and Clarke 2004, 11). The dualistic lens through which they view the world has been historically informed by their experiences during the Cold War.  For neoconservatives in particular, the Soviet Union and America – and more essentially communism and democracy – were fighting an epic and moral battle.  America and democracy won this battle, and the dualistic mentality of the Cold War had been translated into a pro-American versus anti-American perception of global politics and other nations.  Essentially, the democratic global belief that America has a duty to export democracy throughout the world came to shape the thinking of neoconservatives post-Regan (Halper and Clarke 2004, 80).  This belief is best encapsulated in the Project for a New American Century’s (PNAC) statement of principles: 

We need to increase defense spending significantly if we are to carry out our global responsibilities today and modernize our armed forces for the future; we need to strengthen our ties to democratic allies and to challenge regimes hostile to our interests and values; we need to promote the cause of political and economic freedom abroad; we need to accept responsibility for America's unique role in preserving and extending an international order friendly to our security, our prosperity, and our principles (Abrams et al. 2005).

Essentially, there is a strict division in the world, with America and its cultural, moral, political, and economic allies on one side, and everyone else on the other (Dorrien 1993, 376-380).



	UNIPOL/UNILAT
	UNIPOLARITY/UNILATERALISM: All words or word senses that denote the perception of global politics as unipolar and the stance that America ought to take vis-à-vis foreign affairs as unilateral.  


	· If they do not act, America will


	As stated in the PNAC’s statement of principles, neoconservatives came to see America as possessing a “unique role in preserving and extending an international order friendly to our security, our prosperity, and our principles” (Abrams et al. 2005). This role implied not only that the global structure, although hinged on good and evil, was gathering around America’s unipolar international dominance in the wake of the Cold War, but also that this exceptional position gave America license to act unilaterally.  These ideas were mutually reinforced by the political experiences of the 1990s under Clinton, in particular the Kosovo experience, which led the neoconservatives to “conclude that the Atlantic alliance was more a hindrance than a help” (Halper and Clarke 2004, 95).  Coming to believe that America was better off alone due to its military superiority, the neoconservatives essentially combined “antipathy toward multilateralism and disenchantment with European allies,” furthering their unipolar perspective and unilateral stance (Halper and Clarke 2004, 92-94, 98). 

	PRE WAR
	PREEMPTIVE WAR: All words or word senses that point to the justified use by America of preemptive military force. 
	· We cannot stand by and do nothing while dangers gather


	A central consequence of the neoconservative belief in global moral polarity, unipolarity and unilateralism is preemptive war.  Essentially, as the world is pulled by the forces of good and evil, and as America has a responsibility to maintain global order as well as to protect its interests, it is obligated to engage its adversaries preemptively (Halper and Clarke 2004, 139-156).  This core idea is epitomized in the administrations 1999 National Security Strategy: 

‘To forestall or prevent such hostile acts by our adversaries, the United States will, if necessary, act preemptively’ (Halper and Clarke 2004, 143).



	NAT GEN
	NATIONALISM GENERAL: All words or word senses that refer to America and/or Americans in absolute and positive moral terms, encourage supremacy of America, or allude to images or ideas typical of nationalistic rhetoric.  
	· great nation

· homeland/   homeland security

· patriotism/ patriot
	Rooted in Strauss’ diagnosis of America’s moral decay and his prescription of myth perpetuation to create social cohesion, neoconservatives have a deep belief in nationalism (Drury 1997, 149-150).  In line with Strauss’ thinking, neoconservatives maintain that we live in an age of alienation, isolation, and selfishness that comes with the focus on the individual.  Nationalism, which can be defined as “a devotion to a certain ideal conception of one’s country that has yet to be realized,” encourages individuals to look to their nation and its future over their own (Drury 1997, 151).  Thus believing in the myth of America, they argue, will better the American people through a refocusing of cultural and moral values on the community and away from the nihilism inherent in individualism (Drury 1997, 150-151, 160).



	AM EXCEPT
	AMERICAN EXCEPTIONALISM: All words and word senses indicating that America has a unique and moral calling in the world.  
	· great country

· our cause is just

· History has called our nation into action
	The belief in the American national destiny is a central component of the neoconservative brand of nationalism.  Essentially, the idea of American exceptionalism is the myth of America that they believe must be promoted for national salvation (Drury 1997, 151). 

	EX CHARA ADVER
	EXTREME CHARACTERIZATION OF ADVERSARIES: All words and word senses that describe the nature and specific qualities of America’s adversaries in an extreme and negative manner, as well as imagery depicting the character of adversaries.  
	· evil

· enemy

· hides

· war on terrorism


	Due to the neoconservative’s notion of nationalism, a specific view of America’s adversaries is implied.  The ideal of the nation is, essentially, not yet realized because of the presence of its enemies, and thus to arrive at the nation’s future the enemies must be eliminated.  More fundamentally, the neoconservative brand of nationalism not only unites Americans around the positive notion of the American myth, but also around the myth’s underbelly: “a shared hatred of a common enemy” (Drury 1997, 152).  Essentially, the quest of the “salvation of America – in fact, of Western civilization itself,” leads to the belief that “political opponents [are] the enemy” (Drury 1997, 178) 

Furthermore, it is important to note that enemies are not only physical, but also ideological.  As Irving Kristol said, “What rules the world is ideas, because ideas define the way reality is perceived…” (Kristol 1995, 233).  As ideas have such power, they too can be an adversary.  Thus neoconservative thinking allows for this illusive, confounding, and potentially quite fearful adversary.  



	UNDER ATTK
	UNDER ATTACK:  All words and word senses that denote a pervasive sense of threat to America.  



	· ongoing threat

· threatened

· weapons of mass destruction
	The neoconservative vision of nationalism, which implies the creation of a national myth and the presence of enemies, further requires the belief that America is consistently threatened (Drury 1997, 152, 178).  This idea serves, in conjunction with the shared hatred of a common enemy, to solidify American identity through negative terms.    



	RELIG
	RELIGION: All words or word senses that invoke the Christian religion, specifically implying that God is on the side of America and it people.    
	· God

· pray/ prayer

· God bless America
	The emphasis of the role of religion in society reflects the neoconservative rejection of the Enlightenment and its values, preferring a return to traditional moral values.  This ideological preference is also rooted in the Straussian rejection of America’s nihilistic culture of individualism (Dorrien 1993, 106-115).  Further, religion has come to play a strategic political role for the neoconservatives in light of their alignment with the religious right (Halper and Clarke 2004, 196-200). 



	COMM VAL
	COMMUNITY VALUES: All words and word senses that emphasize community and shared values over individual values.
	· neighbors

· values

· serve goals larger than self
	Strauss’ rejection of modernity was based on what he deemed it nihilistic elements, in particular its preference for individualism and individual values over community and shared values (Drury 1997, 139, 160).  This assessment of the modern condition has shaped neoconservatives, who openly value the community over the individual (Drury 1997, 171).
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� It should be noted that even though it may seem as if the positive conduit articles, which account for 53.9 percent of the neoconservative category instances, overpower and distort the findings of the neutral conduit and positive critical articles, both of the latter categories expressed a high degree of category usage.  For example, the positive critical articles, of which there are only ten, accounted for 18.5 percent of the category expression, whereas the neutral critical articles, of which there are 46, only accounted for 21.7 percent of the category expression.





